
Verified Multi-Robot Planning
Under Uncertainty

by

Fatma Faruq
ORCID iD: 0000-0001-6928-0176

A thesis submitted to
the University of Birmingham and the University of Melbourne

for the degree of
Doctor of Philosophy

School of Computer Science
College of Engineering and Physical Sciences

University of Birmingham
June 2021



Abstract

Multi-robot systems are being increasingly deployed to solve real-world problems, from

warehouses to autonomous fleets for logistics, from hospitals to nuclear power plants and

emergency search and rescue scenarios. These systems often need to operate in uncertain

environments which can lead to robot failure, uncertain action durations or the inability

to complete assigned tasks. In many scenarios, the safety or reliability of these systems

is critical to their deployment. Therefore there is a need for robust multi-robot planning

solutions that offer guarantees on the performance of the robot team. In this thesis we

develop techniques for robust multi-robot task allocation and planning under uncertainty

by building on techniques from formal verification.

We present three algorithms that solve the problem of task allocation and planning for

a multi-robot team operating under uncertainty. These algorithms are able to calculate

the expected maximum number of tasks the multi-robot team can achieve, considering the

possibility of robot failure. They are also able to reallocate tasks when robots fail. We

formalise the problem of task allocation and robust planning for a multi-robot team using

Linear Temporal Logic to specify the team’s mission and Markov decision processes to

model the robots. Our first solution method is a sampling based approach to simultaneous

task allocation and planning. Our second solution method separates task allocation

and planning for the same problem using auctioning for the former. Our final solution

lies midway between the first two using simultaneous task allocation and planning in a

sequential team model. We evaluate all solution approaches extensively using a set of tests

inspired by existing benchmarks in related fields.
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Chapter 1

Introduction

Robots are gradually beginning to enter complex human environments and are therefore

expected to be able to deal with the dynamics and uncertainty of the real world. Multi-

robot teams are deployed in warehouses and factories performing tasks such as package

delivery, product assembly and quality assurance. They are deployed in search and rescue

missions and even hospitals for medicine delivery. In fact the COVID pandemic that began

in 2019 proved to be a catalyst for such deployments [WW21].

Though robots are able to repeat processes efficiently, they are generally unable to

deal with anomalies or unexpected changes in the workspace. For this reason most robot

workspaces are well defined with tools to track movement such as lines, QR codes or other

markers. If we are to expect multiple robots to enter the real world we must make them

robust to uncertainties or at least provide guarantees on their behaviour. An example of

such a guarantee could be the probability of success for a particular task, for instance

what is the probability that the robot will deliver a package to a certain location within a

deadline?

The techniques presented in this thesis aim to extend current research by incorporating

uncertainty and providing exact guarantees for robots operating in relatively unstructured

environments.
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1.1 Motivation

One emerging example of a multi-robot setting in the real world is that of self-driving cars

on highways. Imagine a fleet of autonomous cars navigating a busy intersection where

people make unexpected swerves or pedestrians suddenly decide to cross the road. Such

a scenario raises a multitude of questions. For instance, can the autonomous cars work

together to avoid any accidents? Are there any guarantees that the cars will not be the

cause of an accident? Can the manufacturers say that the probability of a collision between

any two self-driving cars is less than a certain threshold?

Similar questions could be asked for a team of robots operating in a warehouse

environment. Perhaps one of the many robots in such a setting runs out of battery and is

unable to perform the task assigned to it. Can other robots take over? Are warehouse

operators aware that such a failure can happen? And if so how can planning algorithms

incorporate such failures and keep operators informed?

It is clear that for successful deployment of robots it is imperative to have algorithms

that can be used to provide guarantees over the actions of the robots. It is also important

that these algorithms can be used to easily determine what went wrong and why. However,

most robot planning algorithms do not aim to answer such questions due to the complexity

of robot planning itself.

In order to apply robot planning algorithms to real world scenarios, each scenario

environment and the robots have to be encoded within a certain framework. Then a

planning approach that adheres to that framework can be applied. As a result, robot

planning algorithms typically address a constrained set of scenarios in terms of an actual

application. For example, some approaches to planning rely on graphs e.g. [Xu11].

Therefore, the robot and its interaction with the environment is modelled as a graph

structure. Any tasks the robot must achieve need to be projected onto this structure.

Another set of approaches to planning rely on continuous control models e.g. [MS03; SF97].

For these, robots are modelled using equations of motion governed by the robot’s physical

attributes. Tasks here need to be specified as end points that can be reached through
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these equations. In general, continuous control approaches to planning are used to create

low level plans, i.e. the velocity required to move the robot forward or turn. Graph based

approaches are then used to create high level plans, such as the series of steps needed

to get a robot to pickup and deliver an item. This thesis focuses on the latter i.e. high

level plans. Instead of projecting robot tasks onto the graph structure directly, formal

languages such as Linear Temporal Logic (LTL) can be used to specify tasks for the robots.

Such languages provide a precise specification for the task and are loosely independent of

the models used e.g graphs. Furthermore, these languages can be used to formally verify

specific properties of the models. Another advantage of these languages is that they are

closer to spoken languages and therefore generally more intuitive, expressive and user

friendly. Known techniques can then be used to combine these formal task specifications

with the underlying graphs.

1.2 Challenges

In this thesis, we concentrate on multi-robot planning problems under uncertainty of

action outcomes including critical robot failure. Our aim is to be able to provide formal

guarantees on quantitative properties of our solution such as timeliness or reliability. Of

particular interest to us is the application of service robots for intra-logistics, surveillance

or stock monitoring. For such scenarios, it is desirable for a collection of tasks to be

allocated to a team of robots e.g go to locations to pick-up and deliver or monitor objects

of interest. The use of a team of robots allows for the tasks to be completed in a way that

is robust against failures of individual robots, and allows the number of tasks requested to

be dynamic as long as resources exist in the team to service them.

Most existing approaches for solving this class of problems divide the problem into

separate task allocation (TA) and planning processes. TA determines which robot should

complete which tasks, and planning determines how each task, or conjunction of tasks,

should be completed. This separation is made to reduce the computational complexity of

3



the problem. TA is a combinatorial problem which grows exponentially with the number

of tasks and robots. The complexity of path planning is dependent on the models used to

represent robots and the algorithms used to generate solutions. One popular modelling

paradigm is that of Markov Decision Processes (MDPs). MDPs consist of a set of states

(for example, discrete locations in a warehouse) and a set of actions that can be taken

in those states. [LDK13] discusses the complexity of solving a particular class of MDPs

which can theoretically be solved in polynomial time with respect to the number of states

and actions. They show that such MDPs are P-complete. In practice, algorithms used to

solve MDPs are hard to characterise with respect to their computational time and space

complexity. As a result, solving single-robot path planning problems is considered hard in

itself. Solving multi-robot problems increases the complexity of the problem by increasing

the number of states and actions.

Another aspect of the real world, is uncertainty. MDPs are able to model uncertainty

due to actions, for example, robots may not move as expected and end up in a location

some distance away from the expected location. However, modelling uncertainty also

comes at a cost. As the uncertainty increases, so does the number of possible states robots

can end up in. This compounds the complexity of the problem, as more possible paths

mean more potential solutions. Therefore, when it comes to dealing with uncertainties,

whether they are due to the environment or the robot’s hardware/software, there is still a

long way to go. On the one hand, machine learning has provided robots with methods to

extract patterns from their environments and build internal models using these patterns,

but such algorithms depend on the kind of data/scenarios a robot experiences. On the

other hand, models of the environment and a robot (such as MDPs) can provide more

formal guarantees but as the number of variables in the model increases so does the

complexity of achieving a solution.

As mentioned earlier, providing some quantitative information about the quality of

multi-robot plans or guarantees on certain properties of such plans is critical to successful

deployment of robot teams. Therefore, along with models of the robot and their interactions
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with the environment, we also need some formal way of specifying the tasks for these

teams. Such a formal specification would reduce human error in specifying tasks, as

well as understanding the capabilities of robots. Logics such as LTL can serve such a

purpose. This is because they can be seen as being semantically somewhere in the middle

of spoken language and mathematical models. For example a task such as “Always go to

the radiation room immediately after visiting the nuclear power plant” can be expressed

as “G(powerplant⇒ X roomradiation)” where roomradiation is a label for the radiation room,

powerplant is a label for the power plant, G translates to always and X translates to next.

In fact, these languages can be directly translated to mathematical models and are widely

used in formal verification. Loosely, formal verification is the process of checking whether

a design satisfies some given requirements [Kuk96].

Another benefit of specifying tasks formally is that for complex tasks, the corresponding

models can be used to automatically track task progress. A solution to a multi-robot

planning problem with formally specified tasks combines robot models with the task

specification models. This too can lead to an increase in the number of possible states

since each state is now augmented with information about tasks. However, not only does

it reduce human error in specifying tasks, it also provides a way to generate guarantees on

the properties of the multi-robot plans. A similar approach is used in a branch of formal

verification called model-checking, where models are exhaustively searched to see if they

conform to specific properties.

In summary, the challenges associated with the problem of multi-robot task allocation

and planning under uncertainty with formally specified tasks are those of computational

complexity.

1. The complexity of task allocation increases exponentially in the number of robots

and tasks.

2. The complexity of path planning, once tasks have been allocated, is heavily dependent

on the underlying models. In practice, as the models grow, so does the complexity.
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3. Formal task specification reduces error and allows for verification but adds to the

complexity of solving path planning problems.

1.3 Outline

In this thesis, we address multi-robot task allocation and planning under uncertainty with

a formally specified set of tasks i.e. the team’s mission. We aim to generate plans for

the multi-robot team that are robust to robot failure and provide an expectation of the

number of tasks the team can successfully complete. We only consider uncertainty in

action outcomes, e.g. a robot experiences a critical failure while executing an action or

is unaware of the state of a door unless it performs the action to check it. Furthermore,

with a focus on indoor mobile robots, we consider high-level tasks such as visiting specific

locations etc.

We formalise the problem of task allocation and planning for a multi-robot team

operating under uncertain conditions. We are able to model uncertainty including the

possibility of robot failure using Markov decision processes (MDPs). In order to specify

the team’s mission precisely, we use Linear Temporal Logic (LTL). The LTL specification

also allows for the generation of a task-based reward structure without any user input.

We propose three separate solutions for solving the aforementioned problem; a sampling-

based heuristic search approach, an auctioning tasks then planning approach and a

simultaneous task allocation and sequential planning approach. A key novelty in all three

solution approaches is the use of LTL specifications to automatically generate reward or

cost structures and satisfy as much of the mission as possible, even when it is not possible

to fully acheive all tasks in the mission.

There is a large body of literature that applies sampling-based heuristic search ap-

proaches to planning problems. However, adapting them or the underlying models to solve

for cases where there is no way to achieve the entire mission successfully is not trivial.

Here, we leverage the use of LTL to generate a novel cost structure relative to the number
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of tasks in the mission. Through this cost structure and a novel combination of existing

techniques we are able to bypass the limitations of these search methods when applied to

problems similar to ours.

We also investigate a decoupled task allocation and planning approach to solve the

problem. Task allocation determines which robot should complete which tasks, and

planning determines how each task, or conjunction of tasks, should be completed. The

separation of task allocation and planning is made to reduce the computational complexity

of the problem. It allows each robot to plan separately for its own task set, avoiding the

need for a joint planning model which is typically exponential in the number of team

members. This separation also allows specialised algorithms to be used for the TA and

planning parts, increasing the efficiency with which the task-directed behaviour of the

team can be generated. Tasks are allocated through a centralised auctioneer. Robots

plan for their assigned tasks independent of others. These plans are then combined to

ensure that robots can share information about environment states such as doors being

open. This allows robots to alter plans if needed. However, this also means that the TA

process cannot be informed by the plans of the individual robots, which prevents it from

exploiting opportunities, or avoiding hindrances, that are only evident once planning has

been performed. For example, if the individual robots plan with time-based models, a task

may be much quicker to complete at a particular time of day, but with TA separated from

planning, this information cannot be exploited in the allocation process.

We deal with this by using the corresponding models of the LTL specifications to

identify such situations and replan for them. Combined with the use of the automatic

reward structure, this allows us to extend existing methods by satisfying as much of the

mission as possible, even with individual robot failure.

Learning from the above and the sampling based approach, which does not separate

task allocation and planning but does not fare well on large models, we propose a hybrid

approach. This approach can be viewed as being in the middle of a fully coupled solution

method (as in our search based solution) and a fully decoupled one (as in auctioning and
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planning). Recent work has considered the problem of simultaneous task allocation and

planning (STAP) [SBD18b; SBD18d; Fat+18], which solves the complete problem in a

single process, and can therefore take the plans of each robot (and their costs etc.) into

account during the allocation process. STAP assumes that there is no uncertainty while

modelling the robots. It also assumes that a single robot can perform a single task and

that tasks do not depend on each other. We build on the STAP approach, formalising

simultaneous task allocation and planning under uncertainty (STAPU) and adapting

techniques from formal verification of probabilistic systems to solve the problem. The

STAP problem is challenging due to the need to search for solutions (task allocations and

associated single-robot plans) over the joint space of possible allocations and multi-robot

action choices. The uncertain extension (STAPU) increases this challenge further by

introducing uncertainty in the action outcomes of the individual robots.

This can lead to robots failing to achieve tasks they were expected to, for example due

to uncertainty that affects the planning problem via action performance (e.g. whether a

door is passable in a mobile robot’s environment) and uncertainty that affects the robot

directly (e.g. a robot experiences a critical failure). To address the uncertainty, we go

beyond existing work by formally defining the team objective as maximising the expected

number of achieved tasks; and proposing an approach for planning for task reallocations to

increase robustness to failures.

To allow for a better interpretation of the expected team behaviour under uncertainty

by a user, our solution to the STAPU problem leverages techniques from probabilistic

verification. Specifically, we express individual tasks using the co-safe fragment of Linear

Temporal Logic (LTL), and a safe LTL formula is used to specify safety constraints to be

obeyed by all robots as they achieve these tasks. To model how the robots can achieve

these specifications, individual robots’ capabilities and environments are described using

Markov decision processes (MDPs). Building upon techniques and tools for probabilistic

model checking, we propose a method that generates multi-robot policies which maximise

the expected number of tasks completed before the safety constraint is violated.

8



1.4 Thesis Organisation

In this section we present a brief summary of each chapter in the thesis.

Chapter 1: We introduce the problem of multi-robot planning under uncertainty

using Linear Temporal Logic specifications.

Chapter 2: We introduce the basic formalisms used in this thesis which are also

required to understand the related work.

Chapter 3: We survey various approaches to task allocation and planning with a

focus on the use of formal specifications.

Chapter 4: We present a formal description of the problem of robust multi-robot

task allocation and planning. We use MDPs to model the robots and their interactions

with the workspace. We also use LTL to specify the team’s mission, with a focus

on the individual tasks. We describe the problem objective i.e. the quantitative

property of the team plan under consideration. This is the expected number of tasks

in the team mission that the multi-robot team can achieve. We then describe the

setup used to implement and test all the work presented in this thesis. Finally, we

present a naïve solution method, Value Iteration, which does not scale well.

Chapter 5: First, we introduce sampling-based heuristic search and a well-known

framework for implementing such approaches. Next, we illustrate the problems

associated with maximising the expected number of tasks for a multi-robot team

using sampling-based search. Finally, we present and analyse our solution which is

able to simultaneously allocate tasks and produce plans for the multi-robot team.

Chapter 6: We introduce a separated task allocation and planning approach to

our problem. We begin with an introduction to Sequential Single Item Auctioning

for task allocation. We then move on to an explanation of the auctioning and

planning approach with task reallocation when robots fail. We end with a focus on

the scalability of the proposed solution.
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Chapter 7: We present our hybrid approach, an extension of [SBD18b] with the

addition of uncertainty and task reallocation. We begin with a formalisation of the

various components needed to solve the problem, specially a modified team model.

We then show how we incorporate task reallocation and deal with global states.

Finally, we compare the performance of this approach with that of sampling and

auctioning.

Chapter 8: In our final chapter, we present a summary of our work and discuss its

extensions.

1.4.1 Related Publications

Part of the work in Chapter 7 has been published as Fatma Faruq, Bruno Lacerda,

Nick Hawes, and David Parker. “Simultaneous Task Allocation and Planning Under

Uncertainty”. In: Proc. IEEE/RSJ International Conference on Intelligent Robots

and Systems (IROS’18). IEEE, 2018, pp. 3559–3564

We are in the process of submitting an extended version of [Fat+18] to the Robotics

and Automation (RAS) journal.

Of relevance to partial mission satisfaction using LTL and MDPs is our work published

as Bruno Lacerda, Fatma Faruq, David Parker, and Nick Hawes. “Probabilistic

planning with formal performance guarantees for mobile service robots”. In: The

International Journal of Robotics Research 38.9 (2019), pp. 1098–1123
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Chapter 2

Background

In this chapter, we present some preliminary material that forms the basis of our work.

First, we describe the model used to represent robots and their interactions with the

environment i.e. Markov decision processes (MDPs). We also introduce relevant concepts

such as those of a policy and reward structure. Next, we look at the logic that we use

to formally specify robot tasks i.e. Linear Temporal Logic (LTL). We then show how

to combine our robot models with the task specification. Finally, we show how to use

the combination of robot models and task specifications to generate optimal policies for

Markov decision processes.

2.1 Markov Decision Processes (MDPs)

We use Markov decision processes (MDPs) to model the evolution of robots and their

environment.

Definition 1 (MDP). An MDP is a tuple of the formM = 〈S, s, A, δ, AP, L〉, where:

• S is a finite set of states;

• s ∈ S is the initial state;

• A is a finite set of actions;
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Figure 2.1: A Markov decision process (MDP) with 4 states. The labels of each state are
v0, v1, v2, v3. The actions are a1, a2, a3.

• δ : S×A×S → [0, 1] is a probabilistic transition function, where ∀s ∈ S, a ∈ A :∑
s′∈S δ(s, a, s′) ∈ {0, 1};

• AP is a set of atomic propositions;

• L : S → 2AP is a labelling function, such that p ∈ L(s) if and only if p is true in

s ∈ S.

In each state s of an MDPM, there is a decision between the actions that are enabled

in s, i.e., those in the set As = {a ∈ A | δ(s, a, s′) > 0 for some s′ ∈ S}. If action a ∈ As

is chosen in state s, then the probability that the next state is s′ is given by δ(s, a, s′). A

sequence of such transitions σ = s0
a0→ s1

a1→ . . . where δ(si, ai, si+1) > 0 for all i ∈ N is an

(infinite) path through the MDP. A finite path ρ = s0
a0→ s1

a1→ . . .
an−1→ sn is a prefix of an

infinite path. We denote the sets of all finite and infinite paths ofM starting from state s

by FPathM,s and IPathM,s.

The choice of action to take at each step of the execution of an MDPM is made by a

policy, which can base its decision on the history ofM up to the current state.

Definition 2 (Policy). A policy for MDPM is a function π : FPathM,s → A such that,

for any finite path ρ ending in state sn, we have π(ρ) ∈ Asn .

In this work, we will use memoryless policies π : S → A, which only base their choice of

action on the current state, and finite-memory policies, which track a finite set of “modes”

needed, in conjunction with the current state, to choose an action. For a particular

policy π, we can define a probability space PrπM,s over the set of infinite paths IPathM,s.
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Furthermore, for a measurable function X : IPathM,s → R, we write Eπ
M,s(X) for the

expected value of X with respect to PrπM,s.

Finally, we define MDP reward structures. We use a variant that assigns non-negative

values to state-action-state triples.

Definition 3 (Reward structure). A reward structure for an MDP M is a function

r : S × A× S → R≥0.

Of particular interest in this thesis is the expected amount of reward accumulated up

until a target is reached.

Definition 4 (Expected cumulative reward). For reward structure r on MDP M and

target label b ∈ AP , we define the function cumulbr : IPathM,s → R≥0 as:

cumulbr(s0
a0→ s1

a1→ . . . ) =
∑nb−1

i=0 r(si, ai, si+1) (2.1)

where nb is the first index for which b ∈ L(snb). For the cases where b 6∈ L(si)∀i, we define

nb =∞. The expected cumulative reward under policy π ofM is defined as Eπ
M,s(cumulbr).

The expected cumulative reward under a policy is also referred to as the value function

of the policy. More specifically, we use the value function of the policy to map states to a

non-negative value. This value is the expected cumulative reward of following the policy

beginning with state s.

Definition 5 (Value function of a policy). For reward structure r on MDPM and target

label b ∈ AP with cumulbr, the value function V π
r : S → R≥0.

V π
r (s) = Eπ

M,s(cumulbr) (2.2)

Given a policy, Definition 5 can be used to evaluate a policy, i.e perform policy

evaluation. Of particular interest to us are indefinite horizon MDPs where the path length

to a target state is finite but not known beforehand as we will see later in section 4.2.
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2.2 Linear Temporal Logic (LTL)

Linear temporal logic (LTL) [Pnu81] is an extension of propositional logic which allows

reasoning about infinite sequences of states. The syntax of LTL is as follows.

Definition 6 (LTL syntax). LTL formulas ϕ over atomic propositions AP are defined

using the following grammar:

ϕ ::= true | p | ¬ϕ | ϕ ∧ ϕ | Xϕ | ϕ Uϕ, where p ∈ AP. (2.3)

The X operator is read “next”, meaning that the formula it precedes will be true in

the next state. The U operator is read “until”, meaning that its second argument will

eventually become true in some state, and the first argument will be continuously true

until this point. The other propositional connectives can be derived from the ones above in

the usual way. Moreover, other useful LTL operators can be derived from the ones above.

Of particular interest for our work are the “eventually” operator Fϕ, which requires that

ϕ is satisfied in some future state, and the “always” operator Gϕ, which requires ϕ to be

satisfied in all future states: Fϕ ≡ true Uϕ and Gϕ ≡ ¬ F¬ϕ. Given an infinite path σ,

we write σ � ϕ to denote that σ satisfies formula ϕ. Informally, a path is a series of atomic

propositions. A path satisfies an LTL formula when the atomic propositions in the path

are seen in the order dictated by the formula.

The semantics of full LTL is defined over infinite paths. However, in this work, we

are interested in specifying behaviours that occur within finite time. So, we use two

well-known subsets of LTL for which properties are meaningful when evaluated over finite

paths: safe and co-safe LTL [KV01]. These are based on the notions of bad prefix and

good prefix. A bad prefix for ϕ is a finite path that cannot be extended in such a way

that ϕ is satisfied, and a good prefix for ϕ is a finite path that cannot be extended in

such a way that ϕ is not satisfied. To formally define a good prefix we must first define
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ω-language. The ω-language of all infinite paths that satisfy ϕ is defined as:

L(ϕ) = {σ ∈ (2AP)ω | σ � ϕ} (2.4)

Definition 7 (Good Prefix). Let ϕ be an LTL formula, σ = σ0σ1 . . . ∈ (2AP)ω such that

σ � ϕ. σ has a good prefix for ϕ if there exists n ∈ N for which the truncated finite

sequence σ |n= σ0σ1 . . . σn is such that for every σ′ ∈ (2AP)ω the concatenation σ |n .σ′ � ϕ

Definition 8 (Bad Prefix). Let ϕ be an LTL formula, σ = σ0σ1 . . . ∈ (2AP)ω such that

σ � ϕ. σ has a bad prefix for ϕ if there exists n ∈ N for which the truncated finite sequence

σ |n= σ0σ1 . . . σn is such that for every σ′ ∈ (2AP)ω the concatenation σ |n .σ′ 2 ϕ

Safe LTL is defined as the set of LTL formulas for which all non-satisfying infinite

paths have a finite bad prefix. Conversely, co-safe LTL is the set of LTL formulas for

which all satisfying infinite paths have a finite good prefix.

Definition 9 (Co-safe LTL). Let ϕ be an LTL formula. We say that ϕ is a co-safe LTL

formula if for all σ ∈ L(ϕ), σ has a good prefix for ϕ.

Definition 10 (Safe LTL). Let ϕ be an LTL formula. We say that ϕ is a safe LTL formula

if for all σ ∈ L(ϕ), σ has a bad prefix for ϕ.

If ϕ is a formula of safe LTL, then its negation ¬ϕ is co-safe.

For simplicity, we assume a syntactic restriction for safe and co-safe LTL. We assume

that all formulas are in positive normal form (negation can only appear next to atomic

propositions). Syntactically safe LTL is the set of formulas for which only the G and X

temporal operators occur, and syntactically co-safe LTL is the set of formulas for which

only the X, F and U temporal operators occur.

For any co-safe LTL formula ϕ written over AP , we can build a deterministic finite

automaton (DFA) equivalent to ϕ.

Definition 11 (DFA Representation). Let ϕ be a co-safe LTL formula. The DFA repre-

senting ϕ is a tuple Aϕ = 〈Q, q,QF , 2AP , δϕ〉, where:
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0start 1
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v3

Figure 2.2: The deterministic finite automaton for the formula F v3. There are 2 states
with 0 being the initial state and 1 being the only accepting state. v3 is a transition label
(alphabet).

• Q is a finite set of states;

• q ∈ Q is the initial state;

• QF ⊆ Q is the set of accepting states;

• 2AP is the alphabet; and

• δϕ : Q× 2AP → Q is a transition function;

such that the language of finite words accepted by Aϕ is the set of good prefixes of

paths that satisfy ϕ (or, more precisely, the sequences of state labellings from those

paths) [KV01].

Conversely, if ϕ is a formula in safe LTL, then the DFA A¬ϕ for its negation represents

the bad prefixes of ϕ.

2.3 LTL Specifications for MDPs

Given an MDPM and an LTL formula ϕ over the set of atomic propositions AP used to

label the MDP, we write PrπM,s(ϕ) for the probability of a path satisfying ϕ from state s

in MDPM under a policy π.

Definition 12 (Probability of satisfying an LTL formula from a given state). If ϕ is an

LTL formula, s is a state in the MDPM, and π is a policy for the MDP, the probability

of satisfying ϕ under π from s is:

PrπM,s(ϕ) = PrπM,s({σ ∈ IPathM,s | σ |= ϕ})
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Furthermore, we write Prmax
M,s(ϕ) to denote the maximum probability (over all policies)

of satisfying ϕ from state s.

Another useful property is the expected amount of reward accumulated until a co-safe

LTL formula ϕ is satisfied.

Definition 13 (Expected accumulated reward). For reward structure r, we define the

expected amount of reward accumulated using the function:

cumulϕr (s0
a0→ s1

a1→ . . . ) =
∑nϕ−1

i=0 r(si, ai, si+1)

where nϕ is the first index for which s0
a0→ s1

a1→ . . .
an−1→ snϕ is a good prefix for ϕ.

The expected amount of reward r accumulated before ϕ is satisfied under policy π on

M is then defined as Eπ
M,s(cumulϕr ), and we write Emax

M,s(cumulϕr ) to denote the maximum

expected value over all policies ofM.

For a co-safe LTL formula ϕ, we can compute both the maximum probability Prmax
M,s(ϕ)

and the maximum expected reward Emax
M,s(cumulϕr ), by building and solving a product MDP,

which combines the MDPM with a DFA Aϕ for ϕ.

Definition 14 (Product MDP). IfM = 〈S, s, A, δ, AP, L〉 is an MDP and ϕ is a co-safe

LTL formula over AP represented by DFA Aϕ = 〈Q, q,QF , 2AP , δϕ〉, the product MDP is

the MDPM⊗Aϕ = 〈S⊗, s⊗, A, δ⊗, AP, L⊗〉 where:

• S⊗ = S ×Q

• s⊗ = (s, δϕ(q, L(s)))

• δ⊗((s, q), a, (s′, q′)) =


δ(s, a, s′) if q′=δϕ(q, L(s′))

0 otherwise

• L⊗(s, q) =


L(s) ∪ {accϕ} if q ∈ QF

L(s) otherwise

17



v0

v1

v3

v2
a1

0.7

0
.3a2

a3

MDP

×

0start

1

¬v3

true

v3

DFA

=

v0, 0

v1, 0

v3, 1

v2, 0a1

0.7

0
.3a2

a3
v0, 1

v1, 1v2, 1
a10.7

0.3
a2

a3

Product MDP

Figure 2.3: The construction of the product MDP for the MDP from Figure 2.1 and LTL
formula F v3 i.e. the DFA from Figure 2.2. All MDP and DFA states and transitions are
preserved.

The construction of the product MDPM⊗Aϕ is well known (see, e.g., [BK08]). The

product behaves like the original MDPM (it preserves the probabilities of paths fromM)

but is augmented with information about the satisfaction of ϕ. Once a path ofM⊗Aϕ

reaches an accepting state (i.e., a state of the form (s, qF ) for qF ∈ QF ), it is a good prefix

for ϕ and we know that ϕ is satisfied. This reduces the problem of computing Prmax
M (ϕ)

to finding the maximum probability of reaching an accepting state in the product. Since

we label such states with a new atomic proposition accϕ, we have:

Proposition 1 (Maximum probability of satisfaction in the product MDP).

Prmax
M (ϕ) = Prmax

M⊗Aϕ(F acc)

Furthermore, a (memoryless) optimal policy for reaching accϕ in M⊗ Aϕ can be

converted to an optimal policy for ϕ inM. The latter is a finite-memory policy whose

modes are the DFA states Q. Optimal values and policies can be found using standard

techniques over the product such as value iteration [Put94].

In a similar fashion, we can use the product MDP to compute the maximum expected

cumulative reward until ϕ is satisfied, and a corresponding optimal policy:

Proposition 2 (Optimal policy in the product MDP).

Emax
M (cumulϕr ) = Emax

M⊗Aϕ(cumulaccϕ
rϕ )
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where r is a reward structure for M and rϕ is the corresponding reward structure for

M⊗Aϕ, with reward values copied directly to their corresponding transitions in the product.

Lastly, we can extend the value function of a state under a policy such that it uses the

product MDP:

Proposition 3 (Value function of a state in the product MDP).

V⊗
π
r (s⊗) = Eπ

M,s⊗(cumulϕr )

We will often use superscript notation when referring to product models, e.g., writing

Mϕ forM⊗Aϕ. For a list Φ = 〈ϕ1, . . . , ϕm〉 of co-safe LTL formulas, we can apply Defi-

nition 14 repeatedly to build the productM⊗Aϕ1 ⊗ · · · ⊗ Aϕm and we will sometimes

use the shorthandMΦ for this. Definition 14 is utilised throughout the thesis and forms

the basis for all the solutions presented.
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Chapter 3

Related Work

Motion planning for mobile robots has been studied extensively in robotics [GKM10;

CS19; Mac+16]. The problem is generally divided into two parts: one dealt with by a

global planner and the other by a local planner [Cai+20]. The local planner generates low

level commands to control the speed and direction of the robot and avoid obstacles using

algorithms such as the dynamic window approach [FBT97]. The global planner works on

an abstraction of the robot’s environment such as a topological map [KB91]. It generates

a series of high level actions that are required to get the robot from one place to another.

Example 1. Figure 3.1 shows a topological map. The space is divided into regions and

each region is shown as a node on the map. The edges connecting nodes show that it is

possible to travel between these nodes. Assume that a plan for navigate to v6 from v1

needs to be generated. The global planner uses the topological map and generates the

plan: v1
v1 to v5→ v5

v5 to v7→ v7
v7 to v6→ v6. The local planner generates the velocity commands

for the robot’s driving system, needed to get it from one location to another, e.g. v1 to v5.

v3

v0

v4 v5

v7

v6 v2

v1

do
or

Figure 3.1: A topological map
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We focus on approaches for generating global plans with the assumption that a local

planner is available for use. The solution approaches to generating a global plan range

from search based algorithms such as A* [HNR68] and its variants [Duc+14; Wag18] to

sampling based methods such as Rapidly-exploring Random Trees (RRTs) [Lav98] and

continuous control based approaches such as potential fields [AI20]. The use of abstraction

in global planners reduces the complexity of the problem and the required computational

resources. It also makes the solution method easier to understand. For example, it is

easier for a human to debug the planning algorithm when the plan is presented as a series

of named locations than as a series of velocity commands.

One disadvantage of using abstractions is the loss of accuracy on the guarantees

of properties of the resulting plans. In order for these plans to be relied upon in real

world scenarios such as warehouses, exact values on quantitative properties of the plans

are necessary. These values can be used to inform the end user of the success of the

plan or of any errors in the underlying models. However these guarantees are only as

accurate as the underlying abstractions. Therefore research has now focused on ways to

ensure the correctness of planning algorithms using techniques from the formal verification

community [Luc+19].

To this end, formal languages such as Linear Temporal Logic (LTL) have been used

to capture complex motion tasks comprising of a sequence of operations or repeating

operations e.g. [TD16; Din+14; Smi+11; Leo+17a; Haw+17]. Unlike specifying tasks

as nodes on a graph or robot positions, these languages provide a more expressive and

intuitive framework for specifying tasks. The use of formal languages in specifying tasks

reduces the chance of error and provides mechanisms to verify properties of plans. In fact

the use of formal languages such as LTL, combined with models such as MDPs allows for

the generation of correct-by-construction [MS00] plans e.g. [Ulu+13; TD16; Leo+17b;

SBD18b]. As mentioned earlier, the correctness of the resulting plans relies heavily on the

correctness of the robot models. Algorithms that generate correct-by-construction plans

for robots borrow heavily from formal verification, specifically model checking which
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checks a (system’s) model against a given requirement (specification).

In this chapter we survey recent work in robot planning under uncertainty with

guarantees on plan properties. Specifically, our focus is to review solutions to task

allocation and planning for indoor mobile robots with some degree of uncertainty in the

outcome of their actions. Furthermore, we want to be able to generate exact values for

quantitative robot team plan properties and in doing so verify the robot team plans.

We begin this chapter with a discussion of structures used to model robots focusing

on incorporating uncertainty. Next we look at ways to specify tasks for these models,

especially those using Linear Temporal Logic. This is followed by a summary of the

objectives of task allocation and planning problems. Finally, we describe the various

solution methods used to solve these problems. Throughout the chapter, works from the

verification community are interleaved with works from the robotics community, with the

focus of each section being the myriad of techniques or paradigms used.

3.1 Robot models

There is a variety of ways to model robots and their interaction with the environment. The

choice of model depends on the type of problem being solved. The most general of these

models is that of a graph, where vertices or nodes denote locations and edges the ability

to travel between them. In robot planning, graphs are commonly used in Multi-Agent

Path Finding (MAPF) scenarios [MKK17; Foe+17] to find collision free paths for a team

of robots. In fact as we will see later, most solution methods for planning adapt graph

based algorithms.

Transition systems are another common paradigm used to model robots. Minimally, a

transition system consists of a set of states (locations) and a relation of state transitions.

Informally this relation tells us whether it is possible to go from one particular state to

another. In a deterministic transition system (DTS) this relation is binary, i.e either it is

possible to go from one state to another or not. Therefore, robots modelled as deterministic
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transition systems do not consider uncertainty [Smi+11; VLB20; Lah+15]. Adding weights

to the relations in a DTS allows for the modelling of costs, such as the distance between

two states or the time taken to travel from one state to another [Smi+11; VLB20].

Unlike DTSs, as we saw in Chapter 2, transitions in MDPs can be used to model

uncertainty. MDPs are used to model agents interacting with the environment in a wide

range of systems [Whi85], including finance [BR11], operations research [FS12], security

and communication protocols [Alt02; Bas+20] and biology [MK20]. MDPs and their

extensions such as Partially-Observable MDPs (POMDPs) can be used to model many

types of uncertainty, for example uncertain action durations [LS18; Str+20; Hah+17],

uncertain action outcomes [Din+14; LPH14; Ash+18; Brá+14; Tre+16; KW12; LPH15a;

Lac+19] and uncertain observations [SS04; Ama+13; Omi+17].

Another approach to modelling a robot’s interaction with its environment is Petri Nets

(PNs) [CL07]. Each state in the environment can be modelled as a place in the PN. Robot

actions can be modelled as transitions that lead the robot from one state to another. The

presence of a robot in a state is denoted by a token in that state. Consequently, PNs

provide an intuitive way to monitor task execution in real time. They can also incorporate

uncertainty by adding probabilities to the transitions associated with states. However,

modelling complex robot actions using PNs is time consuming and not intuitive. This is

because complex robot actions need more states and transitions to model. Therefore, the

more complex the robot’s functionality is the more complex the PN becomes [SS17].

Modelling uncertainty adds to the complexity of the planning problem since there are

more potential solutions to search from. Therefore, the choice of a modelling paradigm

is dependent on the application domain. Some problem formulations assume that a low

level planner may be able to handle uncertainty in motion such as dynamic obstacles

e.g. [GMS17] and therefore can use deterministic transition systems or graphs. However,

some model uncertainty explicitly using MDPs and their extensions e.g. [Hah+17; Ama+13;

Din+14; LPH14; Ash+18]. This uncertainty can be due to obstacles [Hah+17] or robot

behaviour such as the possibility of failure [WHL17] or a delay in robot motion [Li+19].

23



v3

v0

v4 v5

v7

v6 v2

v1

Figure 3.2: A bidirectional graph representing a robot’s possible actions in the environment
from Figure 3.1. Since the door is always open, it does not need to be modelled.

MDP extensions such as POMDPs add to the complexity of the problem, which may

be unnecessary depending on the application. For example, if robots are moving in a

warehouse where QR codes can be used to inform them of their location then there is no

need for modelling partially observable states.

3.1.1 Multi-robot models

The choice of modelling structures for multi-robot problems is more difficult than that

for single-robot problems. This is because multi-robot problems can quickly become

intractable. One way to model a team of robots is to generate a cartesian product of all

single robot models, for example the cartesian product of MDPs is a Multi-agent MDP

(MMDP [Bou96]). Such an approach increases the size of the team model exponentially

with the number of robots.

Example 2. Figure 3.2 shows a bidirectional graph modelling a single robot traversing

the topological map from Figure 3.1. For simplicity we assume that the door is always

open and therefore does not need to be modelled. For one robot the graph will have 8

nodes, one for each location. For a two robot team this will result in a graph of 82 = 64

nodes. As the number of robots increases, the number of nodes in the graph will increase

exponentially. The exponential increase also applies to edges in graphs.

This exponential increase affects the solution to the multi-robot problem both in

terms of memory space and computation time. Effects on the memory space usage are

directly related to the size of the model whereas effects on the computation time usage

are not. As we shall see later, the design of the solution method can greatly reduce the
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computation time. [KZ20; KZ18; Sch+16; SLB20] all operate on the full product team

model, generating the relevant parts of the model as needed.

In case the team consists only of homogeneous robots, the product team model can be

greatly simplified. For such teams Petri Net (PN) models are a good choice as they do not

scale exponentially with the number of robots [KM20; LL19; Man+19]. This is because

PNs model states in the environment as places and actions from these states as transitions.

Each robot is simply a token in a place or state. As a result, a homogenous robot team

does not need extra places or transitions, simply extra tokens. Therefore, PN team models

depend more on the number of locations and actions than the number of robots. Modelling

robots as tokens also lends itself easily to placing constraints on the number of robots

travelling along an edge. When it comes to heterogeneous robot teams, PNs also suffer

from an exponential increase. This is because robots will have different actions which will

increase the number of transitions. Similarly, the tokens used to represent these robots are

no longer interchangeable and that too increases the complexity of the model. Therefore,

most multi-robot planning approaches avoid building a joint team model altogether, as

in [WC11; MKK17].

One type of modelling we have not discussed so far is where robot behaviours are

encoded as a set of constraints [Sah+14; Leo+17b; GMS17]. That is because these

encodings themselves rely on some kind of robot model, which may be implicitly described

by a set of equations [Sah+14].

There are some works that try to build a team model that is different from the full

product team model. For example in [Ulu+13], a team transition system, T is constructed

using recursive depth first search. T is not the same as the cartesian product of all robot

transition systems, as it considers the robot with the least transition time to the next

vertex and then creates an intermediate state called travelling state for all other agents that

have not reached their next vertex at this time. This pre-processing allows the creation

of a more compact team model that can be used to generate a solution. [TD16] also

avoids building the full team model by creating multiple small joint models. This is done
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by grouping robots whose tasks are dependent on each other and creating a joint team

model for robots in a particular group only. Another approach to avoiding building the full

team model is presented in [SBD18b] which builds a sequential team model. Each robot’s

model is linked to the other robot’s using special transitions originating from states where

tasks are completed. [Ulu+13; TD16; SBD18b] all use deterministic transition systems to

model the robots.

Adding uncertainty to these team models by using MDPs to model the robots would

affect scalability but reduces the assumptions made. For instance, MDPs make it easy to

model uncertain action outcomes e.g. a check door action might result in a door being open

or closed. Therefore, we choose MDPs to model the robots in our problem formulation

(see Chapter 4). Since our focus is on indoor robots where it is possible to determine

the robot’s location using QR codes etc, we do not consider POMDPs which have the

added complexity of partially observable states. Furthermore, MDPs are widely used in

planning for mobile robots (e.g [Tei12; Tre+16]), generating correct-by-construction plans

(e.g. [Din+14]) and generating plans using model checking techniques (e.g [LPH14]).

3.2 Task Specification

Specifying tasks for robot models can be done explicitly by defining a set of goal

states [BBS95]. When using a set of goal states the complexity of the task is depen-

dent on the variables in the robot model. For example, assume an MDP robot model. If

the MDP has only one state variable, say the location, then it would be easy to specify

getting to a certain location as a task. However, it would not be trivial to specify visiting

a set of locations. It might require a change in the model, for example the state of the

MDP may need to be modified to include more variables.

One way to specify complex tasks is through the use of a reward function (see Defini-

tion 3) with the objective that the solution maximises the expected cumulative reward

(for instance, see Definition 4 for MDPs). In many planning problem formulations, the
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objective is to minimise the cost function, a dual of the reward function. The cost function

can be used to model a variety of properties e.g. the time taken to travel from one state

to another, the distance between two states or user preference for a particular action.

Reward or cost functions do not have to be strictly positive. Models where tasks are

implicitly defined using such functions also need some way to avoid collecting infinite

reward or cost. This can be done by limiting the number of steps that the robot can

take in terms of states and actions [TD16], adding a discount factor that reduces the

reward over time [Boz+20] or combining the reward function with explicitly defined goal

states [MM19]. In such a formulation, no more cost or reward is accumulated after the

goal state is reached. Limiting the number of steps or adding a discount factor is not a

viable option when quantifying properties of the plan such as timeliness.

It is important to note that designing the reward or cost function is a task in it-

self [GSB17]. For example if the task is to get to a particular state while avoiding another

state, the positive reward for getting to the goal state must be balanced by negative reward

for ending up in the state to avoid.

3.2.1 LTL Task Specifications

Another way to specify complex tasks for an MDP is through the use of logics such as

Linear Temporal Logic (LTL). As we saw in Section 2.3, LTL formulae can be represented

as automata which can be combined with the MDP. This is a technique that is widely

used by the verification community for verifying probabilistic systems [KP13], particularly

for model-checking i.e. checking whether a modelled system meets a given specification.

The accepting state of the automaton becomes the goal state for the MDP. In fact, in

Chapter 4 we use the LTL automata to generate a reward function without any user input.

LTL is expressive enough to describe complex tasks and also closer to spoken language

than reward functions or MDP states.

Example 3. Continuing with the map from Example 1, assume that the robot is in

location v1. The task, navigate to v6 from v1 can be written as F v6, which is read as
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(a) Path for a robot starting
in v1 for F v6
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(b) Path for a robot starting
in v4 for F(v1 ∧ F v6)
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(c) Possible path for a robot
starting in v4 for F v1 ∧ F v6

Figure 3.3: LTL specifications and possible paths which satisfy them. The underlying
graph is from Figure 3.2. The bold states and edges show the path. The initial state is
the one with a lone arrow on the outside.

eventually v6, meaning at some point the robot should get to v6. If the robot was not in v1,

the task navigate to v6 from v1 could be expressed as F(v1 ∧ F v6). It is read as eventually

v1 and then eventually v6. Note the brackets which mean that the robot should eventually

get to v1 and then eventually get to v6. This is different from eventually v1 and eventually

v6 i.e. F v1 ∧ F v6 which implies that the robot needs to get to v1 and v6, irrespective of

the ordering. Figure 3.3 illustrates these differences by showing a possible path for each

formula.

Recall from Definitions 9 and 10 that an LTL formula can syntactically belong to

co-safe LTL or safe LTL. Safe LTL is generally used to specify tasks that should be

repeated infinitely often such as repetitive behaviour [Smi+11; Din+14; GZ18] or safety

tasks [Lah+16] such as always avoiding certain locations, actions etc. Repeating tasks

are common in information gathering and monitoring scenarios. Co-safe LTL can be

used to specify tasks that can be completed in finite time such as get the coffee from the

kitchen [LPH14; Lah+15]. As mentioned in Section 2.2 the negation of a safe LTL formula

is a co-safe LTL formula. This property can be used to avoid the complications associated

with infinite paths that arise due to safe LTL formulae [Lah+16].

LTL formulae can also be restricted by disallowing the use of certain operators when

specifying a task or by imposing constraints on the form of the formula. For exam-

ple, in [VLB20] LTLx i.e. LTL without the next operator is used. [SC20; DCB17;

Smi+11; Ulu+13; SBD18b] place restrictions on the form of the task specification. For
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instance [SBD18b] require that all tasks be specified in disjunctive normal form (DNF).

Others require that the task specification formula conforms to a particular form which

is used to ensure a certain kind of behaviour. For example [DCB17; Smi+11; Ulu+13]

expect tasks to be of the form ϕ∧ G Fπ, which ensures that there is a task π that needs to

be repeated continuously.

Another advantage of using LTL to specify tasks is the use of the corresponding

automata to guide the algorithm towards solutions. This can be done by using reward

functions based on automata states [SLB20; Lac+19]. Furthermore, the LTL automata

can also be used to track task progress [SBD18a; Lac+19]. In fact [SBD18a] generates

sequences of actions called options using the notion of task progress.

Not only is LTL expressive, its corresponding automata can enrich the solution method

while providing a formal task specification. Therefore, LTL is a good choice for task

specification for an algorithm that aims to generate correct-by-construction plans. For

these reasons, this thesis uses LTL to specify the set of tasks for a multi-robot planning

problem, which allows us to borrow techniques from model-checking and be able to verify

our solutions by giving quantitative guarantees on the plans. Inspired from real world

applications, we use safe LTL to specify safety tasks and co-safe LTL to specify a set of

tasks that must be satisfied in finite time.

Remark 1 (On the use of LTL). The discussion above begs the question, why LTL and not

some other temporal logic language such as Signal Temporal Logic (STL) [MN04], Metric

Temporal Logic (MTL) [Koy90], Probablistic Computational Tree Logic (PCTL) [HJ89].

Both STL and MTL deal with real-time constraints i.e. explicit timing is needed. While

this is useful for low-level systems, it is not needed for high-level systems specially in

the context of our problem where we can model action durations as costs. PCTL has

limited expressivity since it requires single temporal operators and is therefore not useful

in expressing high-level missions for robot teams. Since our focus is on non-adversarial

robot teams, we do not look to mutli-agent logics such as Dynamic Epistemic Logic (DEL),

Coalition logic and BDI logics. For example, in [DB20] DEL is used to enable a robot to
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reason about other agents’ (humans or robots) beliefs (internal states). Such a logic would

add to the complexity of our problem and is not needed in the case of non-adversarial

teams with independent tasks. We refer the reader to [HW12] for a review of multi-agent

logics.

3.2.2 Task Categories

In the previous sections we have surveyed paradigms used to model robots and specify

tasks for them. Our focus has been on being able to capture uncertainty without overly

complicating the robot model as is suitable for indoor mobile robotics. For task specifica-

tions, we have looked at languages that are very loosely coupled to the model, expressive

and can aid in model-checking. Since our problem is that of both task allocation and

planning, we will now look at the categories robot tasks and multi-robot tasks are divided

into. These categories inform the choice of solution.

[Zlo06] looks at using market-based (or auction-based) methods to distribute tasks

among a team of robots. It divides tasks into different categories for task allocation to

a team. Though the categorisation is for a team of robots, some of it still applies to

single-robot planning problems, particularly atomic tasks and simple tasks. For example,

F v6 is an atomic task since it can not be decomposed further [Zlo06]. On the other hand,

F v6 ∧ F v1 is a simple task since it can be decomposed into the atomic tasks F v6 and F v1.

Atomic tasks can not be split into further sub-tasks.

Tasks can also be categorised in terms of the robots that must perform them. Atomic

tasks generally require only one robot to perform them. [GM04] uses the term single-robot

tasks to describe such tasks. As in [Zlo06], [GM04] categorises tasks from a multi-

robot perspective but the focus is on a complete taxonomy for multi-robot planning.

Consequently, [GM04] also categorises task assignment as instantaneous or time-extended.

Instantaneous assignment refers to situations where tasks are provided instantaneously and

therefore must be assigned as they come (sometimes during robot operation). Both [LPH14;

VLB20] provide plans for a single robot with instantaneous and time-extended assignments.
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They modify the plan the robot is currently executing to incorporate the incoming task.

In [VLB20] dynamic obstacles are detected and avoiding these is added as an instantaneous

task. [Lah+16] also avoids obstacles in a partially known environment. However, instead

of adding avoid detected obstacle as a task, it directly modifies the product of the LTL

automaton and robot model.

Time-extended assignment refers to situations where robots have been given tasks

beforehand and have time to plan for them or situations where robots have some model of

how tasks are expected to arrive over time. Most single-robot planning problems consider

only time-extended assignment [Smi+11; LPH15a; Din+14]. This is also the case for many

multi-robot planning problems.

3.2.2.1 Multi-Robot Tasks

One of the key distinctive features of a multi-robot planning problem is the type of tasks

and task assignment. In fact task allocation and planning are generally considered as

separate problems for robot teams. Multi-robot task allocation (MRTA) is the problem

of allocating tasks to a team of robots [GM04]. Multi-robot planning is the problem of

finding plans for a team of robots under some constraints where tasks have already been

assigned. For example, multi-agent path finding (MAPF) is one instance of multi-robot

planning where collision-free paths are found for a team of robots [Ste+19].

When it comes to task allocation for multiple robots there are a variety of problem

categories [Nun+17; KSD13; GM04]. [Zlo06] categorises a task that can be decomposed

into simple tasks and distributed to multiple robots as a compound task. In terms of task

allocation, the simple tasks in the compound task can only be allocated to a robot team

in one way. Compound tasks can be decomposed and be divided amongst multiple robots

whereas decomposed simple tasks must be accomplished by a single robot. On the other

hand, the simple tasks in a complex task can be allocated to a robot team in multiple ways.

Both complex and compound tasks are categorised as multi-robot tasks in [GM04].

For example, consider the task of gathering data and uploading it for a two robot
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team. If one of the two robots is capable of gathering data only and the other is capable

of uploading only, then allocating these tasks is trivial, since there is only one way to

allocate this compound task. However, if both of the robots are able to gather data and

both are able to upload it, then allocating the tasks becomes complex. The complexity of

the problem is increased if say a robot can gather data and upload it at the same time i.e.

it is a multi-task robot [GM04]. Therefore, these task categorisations also depend on the

capabilities of the robots in the team.

Multi-robot planning problems typically involve simple or compound tasks that have

been assigned to robots beforehand. These tasks can either be single-robot or multi-robot

depending on the capabilities of the robots. Multi-robot tasks as in [TD16] add to the

complexity of the problem. This is because it adds another dimension to the coordination

required amongst the robots, that of scheduling their parts of the compound tasks with

regard to others. [NTD16] uses a combination of single-robot tasks and multi-robot

tasks where the single-robot tasks are local to individual robots and may influence the

satisfaction of team tasks which are the multi-robot tasks.

When it comes to multi-robot task allocation problems, the mission for the team is

generally specified in one of two ways. The first of these is to specify the mission as a set

of simple tasks [Cla+17; Tur+14]. The second is to specify the mission as one complex

task that must be decomposed [Zlo06; SBD18b]. If a mission is specified as a conjunction

of atomic tasks, breaking it into a set of atomic tasks is simple. However, decomposing

complex tasks is not trivial as it requires identifying all simple/atomic tasks within the

complex tasks. For example, consider a robot team tasked with removing debris. This

involves sensing debris, picking it up and transporting it to another location. [Zlo06] use

task trees to represent such a task, breaking the complex task down at each level till it

consists of atomic tasks. [SBD18b] decompose tasks specified in LTL by looking at the

automaton states and their transitions and identifying transitions that can not be omitted

in order to reach an accepting state. Despite these methods, both [SBD18b] and [Zlo06]

place some limitations on the type of complex tasks. Clearly, decomposing complex tasks
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adds another layer of complexity to the problem of task allocation and planning.

As both task allocation and planning under uncertainty are difficult problems, in this

thesis we do not consider complex tasks, focusing on a mission specification which is a set

of atomic or simple tasks in LTL.

3.3 Solution Objectives

Before we discuss the various solution methods employed in multi-robot task allocation

and planning, we survey the objectives these solutions try to optimise. The most com-

mon of these is that of minimising cost e.g. the average time per cycle for repetitive

behaviours [Smi+11; TD16; Tum+13; Ulu+13; GZ18] or the minimum time to complete all

tasks [Guo+16; Leo+17b] or the sum of all robot costs [SBD18b]. The dual of minimising

cost, i.e. maximising reward, has also been used, e.g. [Sch+16] maximises the joint reward

for a particular class of MDPs called Transition Independent MDPs. Others simply aim

to find a feasible multi-robot plan [MKK17; VLB20]. In [MKK17] the feasible plan is for

a robot team in a multi-agent path finding problem, so the aim is to find a collision free

plan while minimising the average cost. In [VLB20] the aim is to find a feasible plan that

satisfies the task specification.

Remark 2 (Objectives under Uncertainty). When uncertainty is incorporated into the

robot model, the objective is usually to maximise or minimise the expected cumulative

reward or cost.

In model checking the objective is verifying the model against a certain property,

probabilistic or otherwise. The properties specified can be exactly the objectives discussed

above. For example, the PRISM model checker [KNP11] allows users to specify properties

such as the maximum probability of of reaching a particular state, the minimum reward

accumulated when reaching a particular state etc. [Ash+18; Brá+14] also analyse the

probability of reaching a particular state for MDPs for model-checking. [SHB16] illustrate

the use of various planning techniques for this property as well.
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So far, all solution objectives we have looked at, assume that it is possible for the robot

team to complete the mission, i.e achieve all tasks. However, this is not always the case.

There can be scenarios where not all the tasks in the mission can be completed meaning

that the mission can only be partially satisfied

3.3.1 Partial Satisfaction

v3

v0

v4 v5

v7

v6 v2

v1

closed

Figure 3.4: Topological map from Figure 3.1 with the door closed.

Example 4. Recall the topological map from Figure 3.1 with the door closed as in Fig-

ure 3.4. Assume that the mission is to visit locations v3 (which is behind a door) and

v5. If the door is closed, then it is not possible to fully satisfy the mission specification.

However, in such a case it may still be preferable to visit v5 instead of giving up altogether.

One way to partially satisfy a mission is to revise the specification to the set of tasks

that the robot can achieve [KF14]. Another is to assign rewards to all tasks and then find a

solution that optimises these [Tum+13; LK16; Lah+15]. In [Lah+15] safety specifications

must not be violated. However, in [Tum+13; LK16] it is possible to violate these tasks.

In fact [LK16] balances specification violation with probability of mission satisfaction.

In [GZ18] a similar objective is used, that of minimising cost such that the probability of

violating the mission specification is below a threshold.

Another way to partially satisfy a mission is to have multiple mission specifications to

choose from. These can then be ranked in order of preference by the end user. In [Mei+15]

the objective is to start with the most preferred mission specification and check if it is

satisfiable. If not, the next preferred specification is checked until a satisfiable specification

is found.
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When it comes to partial satisfaction, assigning rewards or costs to specifications can

be tricky for the end user. This is why [LPH15a] uses the automaton corresponding to

the LTL specification to generate a task progression metric. It maps each state in the

automaton to a value representing how close that state is to reaching an accepting state i.e.

one where the LTL formula has been satisfied. Similar to a reward function, this metric can

then be used to satisfy as much of the specification as possible. The objective in [LPH15a]

is to maximise the probability of satisfying the mission, using the progression metric and

cost as tie-breakers. Unlike [LK16; Tum+13], this does not incorporate violating some

part of the specification in order to achieve another. Maximising the probability of mission

satisfaction is also the objective of works in [Ash+18; Kol+11; SHB16]. In [TTT17;

Tei12] the objective is closer to [LPH15a], maximising the probability of satisfaction while

minimising cost.

Remark 3 (Quantitative Plan Properties). The work in this thesis lies at the intersection of

verification and robotics. Therefore the objective is to be able to provide quantitative values

on certain properties of the mutli-robot plan. To this end, [LPH15a; Ash+18; Kol+11;

SHB16; TTT17; Tei12] all provide an exact value of the probability of mission satisfaction.

While [LK16] does provide an exact value of the probability of mission satisfaction, there

is no way to verify the user assigned costs. As we shall see, the approaches in [Ulu+13;

TD16; Leo+17b] all aim to generate correct-by-construction plans. This means they use

formal methods to model robots and specify tasks. The algorithms used are also described

formally. To that end, the values they get for their solution objectives i.e cost, can also be

seen as quantitative properties of the resulting plans. However, adjusting these plans for

unexpected behaviour [Ulu+13] means that these values are no longer admissible.

3.4 Solution Methods

Remark 4 (On traditional AI planning techniques). In the previous sections we discussed

various ways to model robots interacting with the environment and how to specify tasks
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for those models. The focus has been on paradigms that are typically used to model

uncertainty in the environment. There is a wealth of AI Planning frameworks which

traditionally focused on deterministic systems. These include the popular Planning

Domain Definition Language (PDDL) [McD+98], Answer Set Programming (ASP) [MT99;

NSS99] and many other symbolic languages such as BC [LLY13]. Each of these frameworks

can be used to define a domain (i.e. the robot and its interaction with the environment in

our case) and goals (or tasks). [YL04] extended PDDL to express planning domains with

probabilistic effects i.e. Probabilistic PDDL. Recently, [EP18] discussed the use of ASP for

robotic planning problems and provides solutions to the challenge of modelling partially

observable environments and non-deterministic actions. However, unlike MDPs, PDDL

and ASP descriptions are cumbersome to write due to the very structured nature of these

frameworks. Most off-the-shelf solvers (such as POPF [Col+10] or OPTIC [BCC12]) for

problems represented in these frameworks focus on single agent planning. For example

[Col+19] which generates plans for a robot in space or [LZ11] which describes a solver for

MDPs represented in probabilistic PDDL. Another disadvantage of these frameworks is

that temporal tasks are harder to describe since they require time to be encoded explicitly,

unlike in LTL where the eventually and next operators do not need any explicit timing.

Using languages such as LTL also decouples the task specification from the model itself. As

shown in Section 2.3 LTL simply uses the atomic propositions from the model. Nonetheless,

the techniques and optimisations used in these solvers are still useful and we discuss some

of these here (not in light of these solvers in particular).

In this section we discuss the various solution methods for single-robot planning,

multi-robot planning and combined multi-robot task allocation and planning problems.

All the solution methods discussed below are dependent on the various aspects discussed

in previous sections i.e. the types of robot models used, the way tasks are specified, the

types of constraints on those tasks, considerations of uncertainty and the objectives of the

problem.

Remark 5. We do not consider solutions to multi-robot task allocation alone e.g. [ZS06]
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since that is beyond the scope of this work. We also do not look at solutions to multi-robot

task scheduling problems e.g. [Pal15] since these aim to provide a schedule of tasks but

not a motion plan. Other problem domains similar to ours are vehicle routing [TV02] and

multi-travelling salesman problems [LS09].However, these make certain assumptions that

we do not and vice versa and so are also beyond the scope of this work.

Remark 6. We also do not look at strategies for individual robot recovery due to hardware

or software failures such as those in [CR20; LPM18].

3.4.1 Single-robot Planning

In this section we survey approaches used to solve single-robot planning problems where

tasks are specified in LTL or an exact value for a particular plan property is provided

or only a part of the task can be completed. Some of these come from the verification

community with a focus on model-checking, some are from the robotics community with a

focus on correct-by-construction plans (inspired from model checking) and others are from

the robotics community at large.

We first describe exact methods for single-robot planning. We then look at search

based methods, some of which can also be used to provide optimal solutions. Note that in

this section we use the term policy more frequently since solutions to MDP based problems

are policies.

3.4.1.1 Exact Methods

Recall from Section 3.2.1 that LTL can be syntactically divided into safe and co-safe LTL.

Tasks specified in safe LTL include safety tasks such as avoiding a particular location

and repeating tasks such as going to a location infinitely often. An LTL formula can be

converted to an automaton. As explained in Section 2.3 this can be combined with the

robot model (e.g. an MDP). As in [KP13], exact methods for solving these models can

then be applied to the combined model for model-checking or to generate solutions with

guarantees.
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1. Dijkstra’s Algorithm: Dijkstra’s algorithm [Dij59] is a method used to find the

shortest path from one node to another in a graph. Dijkstra’s algorithm and its

variants form part of the group of shortest-path algorithms (see [Mad+17] for a

survey of these). Shortest-path algorithms can easily be modified and applied to

robot planning problems. For example [Smi+11] uses a modified version of Dijkstra’s

algorithm to find the shortest cyclic path which satisfies an LTL formula for a

repeating task. The work is similar to [Din+14] in that both use a two-part approach

to solving for LTL task specifications. They place a constraint on the form of the task

specification ϕ ∧ G Fπ , read as ϕ and always π, meaning do ϕ once and repeatedly

do π. Both [Smi+11; Din+14] operate on the product of the robot model and the

LTL automaton. [Smi+11] uses a DTS to model the robot, while [Din+14] uses an

MDP. The first part of the solution algorithm solves the non-repeating task ϕ and

the second finds the shortest cyclic path which satisfies π.

2. Policy Iteration: While [Smi+11] adapts Dijkstra’s, [Din+14] finds a feasible

solution using pre-existing methods used in model-checking [Bai+14] and then uses

policy iteration [How60] to improve the solution. Policy iteration (PI) is an MDP

algorithm used to compute the optimal solution (or policy) by starting with an

arbitrary policy and iteratively evaluating and improving the policy until an optimum

is reached. Policy evaluation uses the value function (see Definition 5) to evaluate

the policy. It improves the policy by selecting the action that gives the highest value

at each state. For both [Smi+11; Din+14] the inclusion of a repeating task combined

with exact methods contributes to the computation time and slows these algorithms

down.

3. Value Iteration: Similar to policy iteration, value iteration (VI) [Bel03] is an

MDP algorithm which uses the value function to iteratively update the value of a

state. VI starts at the goal state and percolates to the initial state of the MDP.

Once all the values for all states have converged, the solution or plan is generated by
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choosing an action for each state based on the state values. While policy iteration

searches the policy space, VI operates on the state space [MK12] which makes it

more computationally expensive. This is why VI is more suited to scenarios without

cycles, e.g. problems with co-safe LTL specifications. In [LPH14], VI is used to

generate the optimal policy for a single robot MDP given a set of tasks as the

mission specification. The product MDP state includes a variable corresponding to

the automaton of each LTL task. Therefore, this approach would scale poorly for a

large number of tasks. However, the problem in [LPH14] also looks at adding tasks

while the policy is being executed i.e instantaneous assignment. When a new task

is received, the automaton for the new task is multiplied with the current product

MDP ensuring that all the previous task automata states are preserved. This allows

for the generation of optimal policies on the fly considering all unfinished tasks (old

and new).

4. Linear Programming: Another widely used technique for generating optimal

solutions is Linear Programming (LP). It is used to optimise a linear objective

function given a set of linear equality and inequality constraints. Since a detailed

description is beyond the scope of this thesis, we refer the reader to [Van20] for

resources on LP. Similar to [LPH14], the solution objective in [TTT17] is also one of

probability maximsation. However, [TTT17] do not specify tasks in LTL but use

an LP formulation to find a policy that minimises the cost from the set of policies

that maximise the probability of reaching the goal. The goal here can be considered

the mission specification, though it is specified as an MDP state. [TTT17] view

it as a network flow problem where the objective is to find the policy with the

lowest occupation measure cost. An occupation measure represents the expected

number of times an action is executed in a particular state. The LP is solved

using i-dual [Tre+16] which borrows ideas from A∗ search by starting with the LP

formulation of the initial state and iteratively exploring the graph until the goal

state is reached. The need for an iterative solution is because LPs do not scale well.
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3.4.1.2 Exact Methods for Partial Satisfaction

LP approaches have also been used for partial satisfaction of LTL mission specifications.

[GZ18] uses a Linear Programming approach encoding the product MDP as a constraint

optimisation problem with the objective of minimising cost while keeping the probability

of specification violation under a threshold. Similarly VI has been used for partial

satisfaction as well. In [LPH15b] VI is modified to include more than one objective, Nested

VI [LPH15a], maximising probability of satisfaction using cost and task progression as

tie breakers. [Lah+15; LK16] both use VI to partially satisfy a specification using user

defined costs for atomic propositions. [LK16] generates policies by converting partial

satisfaction to a multi-objective problem, considering the trade-off between the expected

distance to satisfaction and the probability of satisfaction. Both the task progression

metric and distance to satisfaction metric use the automata states to determine how far

the robot is from satisfying the mission. The most important difference between the two is

that [LPH15b] does not require user input, therefore, it is able to provide a guarantee on

the resulting plan. The use of costs to aid in partial satisfaction is also used in [Lah+16]

which uses an iterative planning approach as in [LPH14], adding dynamic obstacles as

tasks.

Another approach to partial satisfaction is that of specification revision as in [KF14].

Atomic propositions that make the specification unsatisfiable are iteratively removed using

an algorithm based on Dijkstra’s shortest path until the specification can be satisfied. Also

relevant to partial satisfaction is preference based planning, where task specifications are

ranked in order of preference and the aim is to find a task specification that is satisfiable.

In [Mei+15] this is done by encoding the problem as a quadratic programming problem

and iteratively finding a specification that has a solution.

3.4.1.3 Search Based Methods

The main drawback of all exact methods is that they do not scale well because they

consider the entire reachable state space of the model. As models (and LTL automata)
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grow larger, these methods become intractable. Using LTL to specify tasks adds at least

one extra dimension to the input of the planning algorithm. As the number of formulae in

the LTL specification increases, the states in the corresponding automata or automaton

also increase. Therefore, while LTL is able to provide a succinct and formal way to

specify tasks, it does have some overhead. As we will see in the next section, this is why

multi-agent planning solutions without formal specifications can outperform those that

use them. However, verification of such algorithms is not as easy. Needless to say that

exact methods for solving MDPs with or without formal specifications can also become

intractable as the model size increases. For this reason many researchers turn to using

sampling-based search methods to generate solutions which do not explore the entire state

space but sample states as needed. As the number of samples increase, the solutions

get closer to the optimal solution. In fact, some methods are able to generate optimal

solutions without covering the entire state space.

Before we discuss relevant work, we provide a short overview of the main search

methods (see [MK12] Chapter 4 for detail).

Real Time Dynamic Programming (RTDP) and extensions Real Time Dynamic

Programming (RTDP) [BBS95] is a sampling-based search algorithm for MDPs with a

given initial state and a given goal state. Similar to VI, it uses the value function

(see Definition 5) which maps each state to a value. Informally, this value of a particular

state tells us how easy it is to reach the goal state from this state. The search starts at the

initial state of the MDP, assigning a value to the state based on some heuristic. It then

chooses the action in that state based on some action selection method and then samples

one of the successors of that action. The process of action selection and successor sampling

is repeated until a goal state is reached (called a trial). Once a goal state is reached, a

backpropagation (or backup) process is initiated where the value of each state seen in the

trial is updated. Trials are repeated until the value of the initial state converges i.e. the

search terminates. Therefore, RTDP is able to find the optimal solution. RTDP has many
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variations that aim to improve its convergence such as Bounded RTDP [MLG05] which

uses upper and lower bounds on the values of states and Labelled RTDP [BG03] which

avoids exploring paths where state values have converged.

Monte Carlo Tree Search (MCTS) Monte Carlo Tree Search [Cou06] is a very

popular sampling based heuristic search method with many variants. The core of the

algorithm consists of 4 stages: selection, expansion, simulation and backpropagation (or

backup). Like RTDP, MCTS too starts at the initial state of the MDP, building a search

tree as it goes along.

[Selection] This step depends on previous explorations of the tree. If the tree has

not been explored, the selection step is effectively skipped. If the tree has been

explored, the selection step starts at the root node (the initial state of the MDP)

and continues to select the best child node, until an unexplored node is reached.

[Expansion] If this unexplored node is not a goal state (or any other terminal state),

this node is expanded i.e. one of its successors is chosen. In terms of the MDP, an

action is taken and a successor state is sampled.

[Simulation] From this successor state, a trial to a terminal or goal state is simulated.

This trial is also called a playout. The assumption is that there exists a simulator

which when given a particular successor state will give us a final state with a value

attached to it.

[Backpropagation] This value is then used to update the selected successor state and

all its predecessors that were in the search path.

Note that MCTS is very similar to RTDP with the exception of the simulation step.

This is why it is very easy to mix and match components of MCTS and RTDP (and

their variants). In fact, [KH13] introduced the Trial-based Heuristic Tree Search (THTS)

framework for this purpose, allowing a myriad of sampling-based search approaches to
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be easily implemented and mixed. For a detailed treatment of MCTS we refer the reader

to [Bro+12].

Rapidly-Exploring Random Trees (RRTs) RRTs [Lav98] were originally used to

find motion plans for robots in the continuous domain. Similar to the two approaches

above, this is a sampling based method. It iteratively builds a tree from the initial state

to the goal state. To give an intuition for this, we use some arbitrary notation in the

following text. Given a set of states in the continuous domain, the tree is rooted at the

initial state. It then samples a random state, sr from the given set and finds the node,

nc from the tree that is closest to this sampled state. It then adds a new node nn to the

tree which is a state between sr and the state in nc. Before adding this new node, the

algorithm checks whether or not it is possible to get from sr to the state in nc. The state

of nn is sampled along this path. Once the the goal state is added to the tree, the process

stops and a path from the root node to the final (goal) node is found using a tree search

method such as best first search. RRTs and their variants can be used to find feasible

solutions. As the number of samples increase, these methods are able to find optimal

solutions as well.

We can now proceed to survey various search based methods employed to find solutions

to planning for single robots under uncertainty. Some of these come from the verification

community while others from the robotics and AI planning communities.

1. Optimal Solutions: In [Ash+18] sampling based heuristic search algorithms are

used to verify reachability in MDPs i.e. the probability of reaching a particular state

in an MDP. While the work comes from the verification community, the authors do

not explicitly state the use of any formal languages for task specification. However,

they do perform tests on benchmarks from the verification community. The two

algorithms used in [Ash+18] are Monte Carlo Tree Search (MCTS [Cou06]) and

Bounded Real Time Dynamic Programming (BRTDP [MLG05]). In fact, the authors

mix and match different components of these algorithms to create several hybrid

43



search methods. It is shown that these methods are able to generate solutions

much faster than VI while exploring a small part of the state space. As noted

in [Brá+14] in order to verify the probability of reaching a state using such methods,

zero-reward cycles in the MDP need to be identified and dealt with. The presence

of these cycles leads to the algorithms getting stuck in local optima. In order to

get to the global optimum, these cycles must be removed. In fact [Ash+18] uses

the technique from [Brá+14] to revise the MDP and deal with these cycles. The

work in [Brá+14] uses LTL for task specification and verifies MDPs using BRTDP

and delayed Q-learning (DQL [Str+06]). Both of these are search based alternatives

to VI, with DQL focusing on situations where a simulator is available but the full

model may not be available. Both [Ash+18; Brá+14] show that these techniques

outperform VI based model checkers.

[Kol+11] solves the same problem from the perspective of the AI planning community

i.e. the problem of determining the maximum probability of reaching a particular

state in an MDP. It uses the term MAX-PROB to define such MDPs. It introduces

a general framework for heuristic search for such problems, Find-Revise-Eliminate-

Traps (FRET). In a nutshell, the algorithm identifies cycles and assigns state values

and state-action values to all states and state-action pairs in the cycle such that the

next iteration of the search is able to escape these cycles. These cycles are called

zero-reward cycles. [Brá+14] also employs a similar method to escape cycles. A

detailed study of solving MAX-PROB MDPs using heuristic search algorithms can

be found in [SHB16] where zero-reward cycles are dealt with using a modified version

of FRET.

The algorithms in [Kol+11; SHB16; Brá+14; Ash+18] all focus on generating optimal

solutions using heuristic search with a small error threshold. To that end, they can all

be used to produce exact guarantees on reachability properties for MDPs. However,

all of these approaches require the detection of strongly connected components

(cycles) in the MDP. In fact, this process occurs multiple times. Generating such an
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MDP where cycles are detected and collapsed is formally referred to as a quotient

MDP in the verification community. The time complexity of this is quadratic in

the size (states and transitions) of the MDP [De 98; Bai]. Furthermore, there is

some extra book-keeping required to keep track of these cycles which too adds to

the complexity of the approach.

2. Feasible Solutions: Another search based method that has been employed to find

solutions to single-robot planning problems using LTL is Rapidly-exploring Random

Trees (RRTs). [VLB20] use RRTs and their graph variant Rapidly-exploring Random

Graphs (RRGs [Kal13]) to generate plans for a discrete transition system (DTS).

RRGs are used to generate a policy for the global specification and RRTs are used to

avoid obstacles on the local level. Obstacle avoidance is considered to be a dynamic

task, triggered when an obstacle is detected. Instead of generating the full joint

product RRTs and RRGs can be used to generate parts of the product using an

incremental sampling approach. The RRG in [VLB20] generates a sparse product by

making sure that the state to be sampled is a certain distance away form the other

states already in the graph. The RRT is used to generate plans between two RRG

states. Both RRGs and RRTs are probabilistically complete, i.e. as the number of

samples approaches infinity the solution reaches the optimal value. The efficacy of

such algorithms depends on the number of samples and the density of the underlying

graphs. The term density here refers to the degree of connections each vertex in

the graph has. For dense graphs, their performance deteriorates again due to the

number of samples required to reach a feasible solution.

3.4.1.4 Search Based Methods for Partial Satisfaction

Search based approaches are also used in solutions to partial satisfaction problems.

In [Tum+13] depth first search is used to iteratively find cyclic paths that complete

as many of the tasks in the mission specification as possible i.e. find the least violating
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policy. Like [Lah+15] each task is assigned a reward by the end user and violating some

task at the cost of satisfying another is allowed. Unlike [Lah+15], tasks in the mission

can be overlapping. The use of an iterative depth first search signposts the algorithm’s

performance. If the plans are very long, then the approach may not scale well, since the

better approach would be to do one full depth first search instead of an iterative one.

3.4.2 Multi-robot Task Allocation and Planning

In this section we survey recent works in multi-robot planning which either use LTL for

mission specification or model uncertainty. We also look at relevant work in task allocation

and planning.

As mentioned in Section 3.1.1 single robot planning solutions can be applied to multi-

robot models easily if the full cartesian product of all single robot models is used. This is

because the full cartesian product can be treated as a large single robot model. However,

single-robot planning solutions also suffer from scalability issues (see Section 3.4.1).

When it comes to solution methods for multi-robot planning problems the trade-off is

not only between scalability and optimality but also between various levels of coordination

among robots. For example, the full cartesian product (such as an MMDP for MDPs) is

an example of a fully coordinated model. At each state of the joint model, each robot is

aware of the state and action choices of all other robots. Such a model can also be used

to simultaneously allocate tasks and plan. Fully coordinated models generally rely on a

centralised planning approach and generally assume fully synchronised actions. Partially

coordinated models allow robots to plan without a central decision making approach but

with some degree of coordination between the robots. A partially coordinated model is

likely to use a semi-centralised or decentralised planning approach. In fact such models

are generally referred to as decentralised models.

Finally an uncoordinated model would be one where the robots are not able to

coordinate with each other at all. This is the same as solving n single-robot problems

where n is the number of robots in the team, which defeats the purpose of multi-robot
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planning altogether. There is always some degree of coordination built into multi-robot

planning algorithms.

The following sections present a summary of the various solution methods grouped

on the basis of the ways used to reduce problem complexity or the solution algorithms

themselves.

3.4.2.1 Finding Dependencies and Limiting Planning Steps

One way to avoid using the joint model when generating multi-robot plans is to find

dependencies between robots and consider joint information only at those states. This

is particularly common when the application domain is restricted. The use of domain

specific assumptions can be used to simplify the models. For example, in [Sch+16] the

maintenance planning domain is considered. Each robot is given a set of independent

road maintenance tasks, which it must complete at a minimal cost. Each task may be

delayed with a known probability and the overall disruption to traffic is represented as

a joint cost. Both these assumptions are incorporated into the joint model which is a

transition independent Multi-agent MDP (TI-MMDP). TI-MMDPs assume that agent

costs or rewards depend on joint states and actions but each robot’s transition probabilities

are not affected by other robots and ignore collisions between robots. This results in fewer

transitions than when using an MMDP. [Sch+16] introduces conditional return graphs

(CRGs) to model the rewards associated with actions of robot i that influence the actions

of robot j. For example, consider two robots i and j. The CRG for i at state si with

action ai will include information about any changes in the reward due to actions of robot

j. Each edge from the vertex for si, ai denotes a different reward. Multiple edges can lead

to the same successor state of robot i. These graphs are artificially limited in depth by

thresholding the number of time steps allowed (called the time horizon). A branch and

bound policy search over these conditional return graphs is used to find the optimal policy

for the team. Despite evaluating fewer joint states and actions and an average solution

time of a little over 10 seconds, the algorithm does not perform well for more than 7 agents
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and a time horizon of more than 5. This makes such an approach unsuitable for scenarios

where many robots need to be deployed for long periods of time.

Similarly [TD16] introduce an online receding horizon approach to plan for multiple

robots with local LTL tasks. Online receding approaches aim to provide quick feasible

solutions caring only about the next few steps, i.e. the horizon is fixed to a certain number.

These approaches are not always optimal but are built for scenarios where it is not possible

to compute a plan for a robot before execution. However, it is still possible to compute a

solution offline through simulations or if the entire model is available. Some of the LTL

tasks in [TD16] are multi-robot tasks i.e they require the help of other robots. Robots

whose tasks are interdependent are grouped into dependency partitions and a joint product

is generated upto to a predefined number of steps or horizon, h. After executing actions

for those h steps new dependency partitions may be made and the process is repeated

until the specifications are satisfied. To handle synchronous robot actions for tasks that

require multiple robots, an event triggered synchronisation policy is used. The states

where synchronisation may be needed are determined during planning time.

3.4.2.2 Compact Team Models

[TD16; Sch+16] avoided working on the joint product model by breaking them down

or replacing them with more compact models. Similarly, [Ulu+13] uses recursive depth

first search to build a team model based on action durations, introducing travelling states

where at least one robot is ready to perform a new action. As a result, some possible

states are pruned. In fact for the fully centralised approach [Ulu+13] also prunes out all

travelling states. This pruning is dependent on action durations being different, if they are

all the same, then it would result in a full joint model. Like [TD16], [Ulu+13] also uses a

synchronisation policy to deal with uncertainty.

In [SBD18b] the full joint product model is replaced by a sequential team model with

switch transitions linking one robot’s product model with the next one’s. The robot’s local

product model consists of states corresponding to all tasks in the mission specification
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and its deterministic transition system states. The switch transitions originate from states

where tasks are completed and terminate at the initial state of the next robot, preserving

the automaton states.

Joint product models can also be reduced by abstracting sequences of states and actions.

For example in [SBD18a] a task allocation and planning approach is presented where

robot actions are abstracted as macro-actions called options [SPS99]. These options are

sequences of actions that allow the robot to progress from one state of the LTL mission

automaton to the other. Through these options, each robot bids on a part of or all of

a task. Essentially each robot bids to progress towards an accepting state of the LTL

specification’s automaton. This is done in sequence. An estimate of the cost-to-go i.e. the

long-term effect of a task assignment is also incorporated into the algorithm. The resulting

approach is an online receding horizon algorithm that allows revision of task allocation.

3.4.2.3 Sampling-based Search

In contrast to simplifying robot models using domain knowledge, sampling based algorithms

can be used to avoid building the entire joint product, generating relevant states and

actions as required. For example [KZ17] uses an approach inspired by RRT* [Kar+11], an

extension of RRT. The robots are modelled as weighted deterministic transition systems

and the task specification may include repeating tasks. Each robot is assigned its task

set beforehand. The algorithm creates two trees one for prefix (the non repeating task)

and one for the suffix (the repeating task). Solutions to repeating tasks are cyclic paths

which requires a modification of RRT* since it generally works on trees. The sample

space of the algorithm is that of the joint model. This work is extended in [KZ20] to

simultaneously allocate tasks and plan for a team of robots. Similarly, [Cla+17] performs

simultaneous task allocation and planning using Monte Carlo Tree Search (MCTS). As

mentioned earlier, such approaches are asymptotically optimal and therefore the time to

generate an optimal solution may be very long.

Related to MCTS is the application of Q-learning [WD92] to generate plans and
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allocate tasks for a multi-robot team. In [SLB20] a reward function is created using the

LTL automaton’s states. This is then used to guide the robots towards achieving as much

of the task specification as possible. To guarantee convergence a discount factor is used.

This is common in many Q-learning approaches. However, it means that tasks achieved

much later in the future are considered far less important. Q-learning is not a sampling

based search approach but due to its similarities with MCTS and RRT we presented it

here.

3.4.2.4 Using Single-robot Plans

[VKM17] introduces a decentralised approach that uses message passing between robots

to generate plans. Instead of generating individual initial plans, agents communicate with

each other and generate a joint initial plan. Each robot plans its path to the next location

using the RRT algorithm. Neighbouring robots create a network, elect a leader and create

a tree which is used to compute plans for each robot. If the plans are collision free, the

robots synchronise and execute the plan, otherwise they re-plan. The communication

overhead in this approach increases more than linearly as the number of robots and state

space increases so does the execution time. Therefore the algorithm can not handle large

domains or a large number of agents.

Similarly [MKK17] generates collision free plans for a robot team using a conflict based

search [Sha+15] approach. Robots plan individually then a high level planner checks if

these plans are collision free, if not the plans are revised. Uncertainty is handled using

a communication policy which allows robots to communicate at certain points during

policy execution. As uncertainty increases, the amount of communication also increases.

[Zha+17] also seeds its algorithm with single robot plans. These are then revised by

incrementally increasing the negotiation depth i.e. how much a certain robot considers

other robots. Changing the negotiation depth allows the algorithm to moderate between a

centralised and decentralised plan. However, it is unclear how well the algorithm will scale.

It may do really well in situations where interactions between robots are sparse since the
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negotiation depth will be low. Furthermore the model of uncertainty is restricted to a

subset of available actions.

UM∗ in [WC17] also refines single agent plans to solve the problem of multi agent

path finding under uncertainty. It is an extension of M∗ [WC11], an optimal multi-robot

path planning algorithm similar to A∗ search which, considers only a limited set of a

robot’s neighbours. UM∗ adds a conflict set and a coupled set to each node in the search.

The conflict set consists of robots that may collide with each other with some probability.

The coupled set consists of robots that may be able to prevent the violation by taking a

different action and is used to choose which nodes to expand. The result is a policy for

each agent that guarantees a bound on the combined probability of collision for all robots.

The uncertainty in this problem is limited to a change in the robots’ speed.

[GD17] also uses a decentralised approach to planning with LTL mission specifications

which has the added advantage of allowing robots to swap goals if needed. Each robot

generates plans from its initial state to all accepting states of the mission using Dijkstra’s

algorithm [Dij59]. Robots begin to execute these plans but are governed by a coordination

scheme that allows individual robots to request for assistance or assist other robots. Robots

are also able to swap goals through this coordination scheme. However, neither the robot

models or the coordination scheme model uncertainty.

Recent work in [Car+20] has also used a decentralised approach to multi-robot task

allocation and planning. The problem is encoded using PDDL and is aimed at autonomous

underwater vehicle (AUV) teams. Tasks are allocated by decomposing the goals geo-

graphically using a clustering algorithm, then identifying sets of tasks each robot can

reach and finally allocating robots according to the maximum number of tasks they can

complete. Tasks are allocated through a vehicle routing and scheduling mechanism which

takes into account the time taken to complete a task and the distance between tasks

for each robot. Once the tasks are allocated, the temporal planner OPTIC [BCC12] is

used to generate plans for each robot. One of the experiments in [Car+20] introduces

failure in task execution and allows individual robots to replan. It does not consider task
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reallocation in case a robot stops functioning entirely e.g. runs out of battery. Since

PDDL does not allow modelling uncertainty, there is no way to give an exact quantitative

guarantee on the plan.

3.4.2.5 Priority Based Planning

Another way to plan for multiple robots is to use priority based planning algorithms.

Robots plan in some specified order and each robot plans considering the plans of the

robots before it. Such an approach is used in [Tur+14; Che+17; Str+20]. [Tur+14]

considers homogeneous robot teams using the Hungarian algorithm to allocate tasks and

then prioritises robots. [Che+17] uses priority based planning to generate provable safe

policies in the continuous domain under uncertainty. To plan for each robot it uses the

Hamilton Jacobi Value Iteration (HJ VI) which works on a discretisation of the state

space.

3.4.2.6 Homogeneous Robot Teams

Planning for homogeneous robot teams means that the team models can be more compact

since all robots share the same actions and states.

Petri Nets (PN) are a great choice for such teams since they do not scale exponentially

with the number of robots. Infact robots are modelled as tokens, since all robots have

the same actions and states. Tasks can also be allocated to robots in conjunction with

planning. Another benefit is that of being able to control the number of robots that can

travel together, for example the number of cars in a road network. [LL19; Man+19;

KM20; HKM20] all model multi-robot problems using PNs with all but [KM20] combining

task allocation and planning. PNs can be used to model uncertainty as well e.g. [LL19]

model the possibility of robot failure and [Man+19] model uncertainty travel times.

[KM20; HKM20] encode PNs as Integer Linear Programming problems to be solved using

off-the-shelf solvers whereas [Man+19] converts these to MDPs to solve them.

Constraint-based solutions can also be used to solve multi-robot planning problems
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with homogeneous teams. They involve optimising objectives subject to a set of constraints.

These constraints can be used to model robot actions or collision avoidance or any other

assumptions of the environment and team. For example, [Sah+14; Des+17; GMS17] all

use Satisfiability Modulo Theory (SMT) solvers to allocate tasks and generate feasible

plans. [Leo+17b] uses Optimization Modulo Theory (OMT) to do the same. The core of

these solutions is to model robot locations and time as variables and then place constraints

on those using linear equations, inequalities and/or inequalities. The extensive encoding

means that these solvers do not scale well as the state space increases. Therefore, most

of these approaches do not model uncertainty or robots with different capabilities. They

assume that a local planner will handle uncertainty, which is possible for dynamic obstacles.

However, it is not possible when robot behaviour itself is uncertain. [GMS17] detects

robot failure and reallocates tasks when a robot fails. It also models avoiding dynamic

obstacles as a task which triggers a replanning cycle. Modelling these uncertainties instead

of dealing with them dynamically would improve the team’s performance.

[Des+17] is noteworthy because it introduces a provably correct decentralised asyn-

chronous motion planner for distributed robots. An extension of the state machine based

programming language P [Des+13] is used to model the robots and specify tasks. The

system is verified and a prioritised planning approach is used to generate plans using A*

search or an SMT solver. However, the system does not incorporate uncertainty.

3.5 Discussion

The field of multi-robot planning is evolving with the frequent deployment of robot teams in

real world scenarios. The research focus in the field is moving from generalised frameworks

to application specific ones [Sch+16; MK16; MKK17; Ma+16] as such frameworks are

more useful in practice. To this end, there is a variety of multi-robot planning problems.

Solutions to these problems balance a trade-off between optimality and scalability. Optimal

solution methods attempt to bypass the scalability issue by exploiting assumptions of the
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problem formulation. For instance [Ulu+13; SBD18b] disregard uncertainty in their solution

methods, using deterministic transition systems to model robots and generating correct-by-

construction plans using techniques from model-checking and verification. [Sch+16; WC17;

MKK17] incorporate limited models of uncertainty based on the problem formulation,

such as a delay in motion or a joint reward but independent robot models. In the same

vein, some solution methods exploit the homogeneity of the robot team [KM20; LL19]

modelling all robots as having the same capabilities.

As the complexity of the problem increases, researchers turn to methods for generating

feasible solutions instead of optimal ones. For example [KZ20] use a sampling based

approach that is asymptotically optimal. Sampling and other search based methods work

well on sparse team models, i.e. ones where space of potential solutions is small [Kol+11;

KZ20; Ash+18; Brá+14]. Priority-based planning is another technique that forgoes

optimality of team performance for scalability [Che+17; Str+20; Tur+14].

The complexity of multi-robot planning problems is exacerbated by the need for formal

verification of multi-robot systems [Luc+19]. Providing guarantees on the behaviour of

robot teams is imperative to their successful deployment in the real world. For example,

this is one of the core reasons that hinders large scale use of autonomous vehicles [PMP20].

In order to verify the behaviour of the robot team, formal methods must be used. As we

have seen, [Des+17; GMS17; Leo+17b] both use a variety of formal method techniques to

ensure that the system is correct. However, their robot models do not consider uncertainty.

Furthermore, the methods used are constraint satisfaction based or linear programming

based and these do not scale well in practice. Other works such as [Ulu+13; MK16; TD16]

deal with the problem of providing guarantees on team behaviour by ensuring that robots

communicate with each other during policy execution. While they are not able to provide

exact values on team behaviour, they can guarantee that it will follow the specified team

plan. Verifying solutions to MDPs through model-checking is a complex process [BHK19].

As we saw in [Ash+18; Brá+14] techniques borrowed from AI search can be applied

to provide guarantees on MDPs as traditional model-checking approaches do not scale
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well. However, it is clear that correct-by-construction plans (such as those obtained by

combining formal specifications and models) are of importance to the deployment of robots

in the real world.

The goal of this thesis is to provide verified solutions to multi-robot task allocation and

planning problems that are robust to uncertainties such as the possibility of robot failure.

While different elements of these are found in literature, there is no unified solution to

this problem. When it comes to multi-robot models that incorporate uncertainty, we have

seen that MDPs are used extensively. In most indoor robot deployment scenarios it is

possible to fully determine the state of the robot and so we believe that MDPs are a good

choice for robot models. In terms of task specification, verified solutions require a formal

method to describe these tasks. LTL provides such a framework, that is both intuitive and

expressive, capturing a series properties common in real scenarios. It is also worthwhile

to investigate whether simultaneous task allocation and planning [SBD18b] with the

addition of uncertainty can offer any gains to the team’s performance when compared with

separated task allocation and planning [Tur+14]. There is indeed a variety of solution

methods but those that employ communication schemes during plan execution can not be

used to provide exact quantitative values on properties of the plans beforehand. Another

hindrance to providing guarantees is that of user defined reward functions since these are

neither intuitive nor formally verifiable. Therefore there is a need for the generation of

automatic reward functions for example [LPH15a] leverages formal task specifications to

generate a reward. Lastly, there has been very little work on high level robot behaviour in

the context of multi-robot task allocation and planning e.g. [GMS17] reallocates tasks if

robots fail but it does not provide any guarantees on the overall team plan.

Summary This chapter surveyed various approaches to robot planning with a focus on

the types of models uses and logic based task specifications. It provided a brief review of

the taxonomy used to categorise tasks in robot planning which is intrinsically linked to

the scope and complexity of the planning problem. This review was followed by a holistic
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summary of the various approaches to solve robot planning problems with a focus on those

that use some kind of formal methods. The chapter concluded with a discussion on the

state of multi-robot planning and task allocation in the context of this thesis.

The literature surveyed in this chapter, showed that MDPs are a suitable modelling

paradigm for indoor mobile robots with uncertain action outcomes. For example, they

can be used to model critical robot failure as an action outcome. Specifying tasks for

robots modelled as MDPs can also be done in a variety of ways. LTL is gaining ground

as a task specification language for such robots due to its expressivity and ties with

formal verification. In fact with robots as MDPs and tasks as LTL formulae, techniques

from probabilistic model checking can be used to generate quantitative guarantees on

robot plans. Another key aspect of planning for robot teams with one global mission is

that of task allocation, which is computationally demanding. Decomposing a complex

global mission into simple tasks that can be allocated to each robot in a team is also

computationally expensive. The work in this thesis ignores such decompositions, using a

global mission for the robot team that consists of simple tasks. The next chapter describes

the problem of verified multi-robot task allocation and planning under uncertainty which

is the core focus of the work in this thesis.
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Chapter 4

Problem Formalisation

We now formalise the problem of multi-robot planning under uncertainty that we tackle in

this thesis. We explain the modelling of each individual robot, the joint multi-robot model,

the mission specification for the robots, and then how these are combined to define a

problem over an MDP. More specifically, we use these to define the problem of maximising

expected number of tasks completed for a multi-robot team under uncertainty. Next, we

describe the tools used to implement the algorithms presented in this thesis and the test

environments. Finally, we illustrate the limitations of solving the specified problem using

value iteration (VI) which is an exact method used to find the optimal solution. VI has

been used in both robot planning e.g. [LPH14; LPH15a; LPH15b; Lac+19] and formal

verification, particularly model checking MDPs [BHK19; KP13; Bai+14].

4.1 Components

4.1.1 Single-Robot Models

Overall, we assume a set of n robots. The operation of each individual robot i as it attempts

to perform tasks is modelled by an MDPMi. The state space ofMi comprises both the

local state of the robot and also the global state which is a feature of the environment

itself. Therefore, the global state is common to all robots. In our work, the local state
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Figure 4.1: Example topological map.

is typically the robot’s location within a topological map used to model its environment.

The topological map is a graph where nodes represent physical locations of interest and

edges represent the robot’s ability to move between nodes.

Example 5. Figure 4.1 shows the topological map for a toy example with 8 locations

v0, . . . , v7. Edges drawn as solid lines indicate that the robot can move freely between a

pair of locations. A dashed edge indicates a constraint on the global state, in this case on

the status of a door.

We assume that the global state comprises k separate state features. In the example

above, there is a single global feature representing the state of the door. The MDPMi

for robot i has an action set Ai, which is partitioned into actions Ali that update the local

state (e.g., representing navigation between locations) and action sets Agj that update

global feature j (e.g., opening or closing a door). The MDPMi for robot i is called a

local MDP and is defined as follows.

Definition 15 (Local MDP). A local MDP for robot i is an MDPMi = 〈Si, si, Ai, δi, AP, Li〉

where:

• the state space Si = Sli × S
g
1 × ...× S

g
k is the product of the robot’s local state space

Sli and the state space Sgj for k global state features;

• actions Ai = Ali ∪A
g
1 ∪ · · · ∪A

g
k are partitioned into action sets that update the local

state and global state features.

Actions from each set update the corresponding part of the state, i.e., for states s =

(sl, sg1, . . . , sgk) and t = (tl, tg1, . . . , tgk) in Si, we require that, if δMi
(s, a, t) > 0, then either:
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• a ∈ Ali and s
g
j = tgj for all j; or

• a ∈ Agj , sl = tl and sgj′ = tgj′ for all j′ 6= j.

Remark 7 (Local and Global State Actions). We do not consider actions that can update

both the local and global states as this is unlikely to occur in practice. For example, a

robot can not move and check if a door is open since it could risk crashing into the door if

closed. Moreover, local and global states are always fixed, i.e. a local state can not morph

into a global state and vice versa.

Probabilities in the MDP Mi typically represent either uncertainty regarding the

environment or the possibility of failure. Here, we will assume that each robot i has a

designated failure state sfail
i ∈ Sli which, once entered, cannot be left.

v3, o

sfail

v0, o

v4, o

v0, c

v4, c

v0, ?

v4, ?

m04 m40 m04 m40m04 m40

m30

m03

0.9

0.
1

cd0

0.2

0.8

cd4

0.2

0.8

Figure 4.2: Fragment of an example local MDP for robot i corresponding to the map in
Figure 4.1, Page 58 (see Example 6).

Example 6. Figure 4.2 shows a fragment of an example local MDP corresponding to the

map in Example 5 (see Figure 4.1, Page 58). There is one local state feature, the robot’s

location, with Sli = {v0, . . . , v7}, and one global state feature, modelling the status of a

door (open, closed, unknown) with Sg1 = {o, c, ?}.

States are of the form (vj, door) and the initial state is (v0, ?), where the robot is in

location v0 and the door status is unknown. Actions updating the local state, in the set
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Ali, are of the form mjk (“move from vj to vk”). Actions updating the global state, in

the set Ag1, are of the form cdj (“check the door status when in vj”). Some instances of

both types of actions exhibit probabilistic behaviour. For example, when checking the

door in v0 (action cd0), the door is open with probability 0.8; and moving from v0 to v3

(action m03) succeeds with probability 0.9, or results in a transition to the failure state

with probability 0.1.

4.1.2 Multi-Robot Models

Given MDPs defining the local model for each of the n individual robots, we define the

joint MDP as an MDPMJ formed as the product of these. This models the combined

execution of the n robots in their environment.

The (joint) state space SJ of the global model includes the local state of each robot i

and the state of each global feature j. We start by defining a function that projects joint

states onto local robot states.

Definition 16 (Projection Function). Let SJ = Sl1 × · · · × Sln × Sg1 × ... × Sgk , and

i ∈ {1, . . . , n}. We write [.]i : SJ → Si for the function that projects states ofMJ to the

corresponding states ofMi, defined as:

[sl1, . . . , sln, s
g
1, . . . , s

g
k]i = (sli, s

g
1, . . . , s

g
k).

In each transition of the global model, all robots make transitions simultaneously i.e.

the robots move in sync. We therefore require that, in any transition, at most one robot

updates each global state feature. This ensures that action outcomes in the joint model are

consistent with the single robot models. Since we partition actions according to the parts

of the state space that they update, we can enforce this condition simply by constraining

the set of joint actions A that are allowed in the global model MDP.

Definition 17 (Joint MDP). Let the model for each robot i be local MDP Mi =

〈Si, si, Ai, δi, AP, Li〉, where:
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• Si = Sli × S
g
1 × · · · × S

g
k ;

• si = (sli, s
g
1, . . . , s

g
k);

• Ai = Ali ∪ A
g
1 ∪ · · · ∪ A

g
k;

We assume that the k global state features are the same for all robots (i.e., their state

spaces Sgj , initial values s
g
j and action sets Agj are the same in eachMi), as is the set AP .

The joint MDP is an MDPMJ = 〈SJ , sJ , AJ , δJ , AP, LJ〉 where:

• SJ = Sl1 × · · · × Sln × S
g
1 × ...× S

g
k ;

• sJ = (sl1, . . . , sln, s
g
1, . . . , s

g
k);

• AJ = {(a1, . . . , an) | ai ∈ Ai and, for each 1≤j≤k, we have ai ∈ Agj for at most one

i}.

Then, for states s, t ∈ SJ and action a = (a1, . . . , an) ∈ AJ , we define δJ and LJ as follows:

• δJ(s, a, t) = ∏n
i=1 δi([s]i, ai, [t]i);

• LJ(s) = ⋃n
i=1 Li([s]i).

Our proposed joint MDP model is an instance of a multi-agent MDP [Bou96] (MMDP),

where we impose extra structure on local and global state features. Thus, our joint model

has similar assumptions as MMDPs, namely that robots have access to the full state space

of the team, and that actions are executed in a synchronised fashion, using a common

timestep across the robots. We also assume robots are able to navigate around each other

efficiently, and do not consider issues related to collisions and obstacle avoidance in the

model. Instead, with this model we focus on robustness to (probabilistic) single-robot

failures and to uncertainty on the value of global state features, which might yield certain

missions achievable by only a subset of the robots.
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Figure 4.3: A mission specification defined for the example topological map from Page 58,
Figure 4.1. Robots start in v0, v1, v2; locations to visit in green and to avoid in red; mission
specification Φ = 〈F(v5 ∧ F v4), F v3, F v6, G¬v7〉.

4.1.3 Mission Specification using LTL

We use a mix of co-safe and safe LTL to specify the robots’ mission. A mission specification

Φ = 〈ϕ1, . . . , ϕm, ϕsafe〉 consists of a list of co-safe LTL task specifications ϕ1, ..., ϕm and a

safety specification ϕsafe in safe LTL. We assume the mission to fulfil the independence

property defined in [SBD18d].

Remark 8. More specifically, independence means that at any given point robots can only

contribute to one task. A sufficient condition for this to hold is each task being written

over a different set of atomic propositions. As a result, each task is independent of all

other tasks and satisfying any task in the mission does not violate any other task in the

mission. It also ensures that not satisfying any task in the mission also does not violate

any other task in the mission. This means that satisfying all tasks in the mission implies

full mission satisfaction. Consequently, it ensures that there is no contention between the

tasks and does away with need for any task prioritisation. It allows us to rely on the policy

generated by our solution. Unlike [Smi+11; MKK17], we do not monitor task execution

since we model the robot-environment interaction as an MDP.

Example 7. We return to the running example. Let vj be an atomic proposition indicating

that a robot is in location vj . When used to label a state of local MDPMi, this means that

robot i is in vj. Since the state labelling in the joint MDP takes the union of individual

labellings for local MDPs, when vj labels a state inMJ , it indicates that some robot is in

vj.

An example mission specification for this model, shown in Figure 4.3, is Φ = 〈F(v5 ∧
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¬v5

v4
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true

Figure 4.4: The Discrete Finite Automaton for the task F(v5 ∧ F v4). The initial state is 0.
The robot stays in this state until it visits v5. Then it transitions to 1. It stays in this
state until it visits v4. Then it transitions to 2 which is the accepting state (denoted by
the double border). The direct transition from 0 to 2 is not possible according to the
topological map. This transition is automatically removed during the product construction.

F v4), F v3, F v6, G¬v7〉. Task specification ϕ1 = F(v5 ∧ F v4) requires first v5 then v4 to be

visited; the other two tasks are to visit v3 and v6, respectively. The safety specification

ϕsafe = G¬v7 states that location v7 must be avoided. Figure 4.4 shows the DFA for the

specification ϕ1 = F(v5 ∧ F v4).

4.2 Problem Statement

Given a set of n robots and a mission specification Φ = 〈ϕ1, . . . , ϕm, ϕsafe〉, our aim

is to derive a joint policy for the robots which allows them to collectively achieve the

tasks ϕ1, ..., ϕm without violating the safety constraint ϕsafe. This incorporates both the

allocation of tasks to robots, and the planning for each robot to achieve its tasks. We also

aim to produce probabilistic guarantees for these policies which precisely quantify their

effectiveness or reliability.

Formally, if the behaviour of each robot i is defined by local MDP Mi, then our

goal becomes to synthesise an appropriate joint policy, i.e., a policy πJ for the joint

MDP MJ . One possibility would be to find a policy that maximises the probability

PrπJMJ
(ϕ1 ∧ · · · ∧ ϕm ∧ ϕsafe) of satisfying all LTL formulas in Φ. However, in some
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scenarios, one or more tasks may become unachievable (for example, if a door is closed,

then some locations may become inaccessible for all robots) reducing this probability to

zero.

So, instead, we target policies that maximise the expected number of tasks ϕi completed

without violating the safety constraint ϕsafe. To formalise this, we use the LTL specifications

in two distinct ways. The (co-safe) LTL formulas ϕi are used to construct a reward structure

that counts the number of tasks that are completed; and we consider the expected amount

of this reward accumulated until the negation of the (safe) LTL formula ϕsafe is satisfied.

For both, we use the product construction described in Section 2.3.

LetM′
J =MJ ⊗Aϕ1 ⊗ · · · ⊗ Aϕm be the product of the joint MDPMJ with DFAs

for the m formulas ϕi andMΦ
J =M′

J ⊗A¬ϕsafe be the product ofMJ with DFAs for all

m + 1 formulas in the mission specification Φ. We fix a reward structure tasks forM′
J

that counts the number of tasks that are completed, i.e., which assigns to each transition

s
a−→ s′ the number of tasks ϕi for which it is a transition into an accepting state for Aϕi .

Then, our goal is to compute the expected cumulative value of tasks up until a point where

¬ϕsafe becomes true, which reduces to computing the expected cumulative reward until

reaching accepting states for A¬ϕsafe in the product modelMΦ
J :

Emax
M′J

(cumul¬ϕsafe
tasks ) = Emax

MΦ
J

(cumulacc¬safe
tasks )

where, by slight abuse of notation, we use tasks to refer to the reward structures for both

models.

Note that the cumulative value of tasks is always finite, because we consider a finite

number of co-safe tasks. Thus, in order to compute Emax
MΦ

J
(cumulacc¬safe

tasks ), we can make

states in acc¬safe absorbing and compute the total expected reward in the resulting model.

In practice, this means that policies will be defined until we reach a state where ¬ϕsafe

becomes true (i.e. a state where the safety specification has been broken); or the expected

cumulative value of the tasks reward structure becomes zero (i.e., a state from where the
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team cannot achieve more tasks). While task reward maximisation is our main objective,

we also incorporate methods to discourage robots from staying idle in order to minimise

the number of steps taken to achieve the mission. These methods are specific to the kind

of solution approach used and are therefore explained in the chapters corresponding to

each solution approach.

Note that the basis of our joint team policy is the joint MMDP (see Section 4.1.2) and

therefore we assume that robots are able to communicate with each other at each step

and that they move in lock step.

4.3 Implementation

This section describes the tools used to implement and test all the solution methods

presented in this thesis.

4.3.1 The PRISM Model Checker

All algorithms presented in this thesis are built on top of the probabilistic model checking

tool PRISM [KNP11]. This provides construction of MDPs, from a high-level modelling

language, and verification of the MDPs against specifications in LTL, which includes

functionality required to implement STAPU such as generating DFAs, building MDP-DFA

products, and solving MDPs using a variety of techniques. The implementation builds on

PRISM’s “explicit” model checking engine, which is written in Java.

4.3.2 Platform used

All experiments described in this thesis were run on an Intel i5 with 16GB of RAM running

Linux.
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4.3.3 Test Environments

Our test environments are inspired by the benchmarks already used for multi-agent path

finding (MAPF) [Ste+19; Geb+18] and multi-agent sequential decision making under

uncertainty (MSDM) [Spa]. The need for developing our own benchmarks arose due to

the following reasons: 1. MAPF does not consider uncertainty, 2. MSDM is focused on

POMDPs, 3. none of these benchmarks considered robot failure, and 4. converting all

benchmarks to PRISM models was not trivial.

Our test environments1 consist of a warehouse, a fully connected grid and an office. We

use 3 variations of the warehouse environment: one where robots travel from the shelves to

the depot, one where robots travel from the depot to the shelves and one where the initial

and task locations are random. Similarly, we use 3 variations of the grid environment: one

where robots travel left to right, one where robots travel right to left and one where initial

and task locations are random. In order to test the use of global state features, we use

variants of the warehouse environment with and without doors. The warehouse has 123

locations, and 100 locations for the version with doors. The office model is slightly smaller,

with 60 locations. For most of our experiments, we fix the size of the grid environment to

11× 11, but we also vary this size to evaluate scalability with regard to locations.

Missions comprise tasks to visit various target locations and the safety specification is

to avoid a set of locations. By default, we assume 4 robots and 4 tasks, but we also present

results for varying numbers of both. We model individual robot failures by introducing

transitions to the designated failure state from some of a robot’s local states with a fixed

probability (we use 0.2 in our experiments). By default, we assume that most states (90%)

can suffer failures, we also experiment with varying this percentage. We use the term

failstates to refer to locations where robot actions can lead to the designated failure state.

1All tests are located in the github repository: https://github.com/fatmaf/generatedTests
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(a) Warehouse: Random (b) Warehouse: Shelf to Depot

(c) Warehouse: Depot to Shelf (d) Small Warehouse With 3 Doors

Figure 4.5: Instances of the topological maps used as test environments for benchmarking.
Initial locations of robots (4 in these examples) are denoted by coloured circles, task
locations are marked by green diamonds and locations to be avoided for the safety
specification are shown by a red stop sign. Failure locations (40% of locations in c; 90%
elsewhere) are shaded grey. Doors, as used in d, are represented as a dashed brown line
between two states.
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(a) 8× 8 Grid: Random (b) Grid: Left to Right

(c) Grid: Right to Left (d) Office

Figure 4.6: Instances of the topological maps used as test environments for benchmarking.
Initial locations of robots (4 in these examples) are denoted by coloured circles, task
locations are marked by green diamonds and locations to be avoided for the safety
specification are shown by a red stop sign. Failure locations ( 90%) are shaded grey.
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4.3.3.1 Generating test environments

The test environments are generated as PRISM models using a python script with a

Tkinter graphical user interface (GUI)2. The GUI can be used to specify a map template

as in Figure 4.7. The template is then used to generate PRISM models. The GUI can also

be used to specify generating grids of varying sizes. Another instance of the GUI allows

adding doors to the maps. For each test configuration, we create 10 different variants, in

which the initial robot locations, locations for tasks and failstates are chosen randomly.

We illustrate a selection of the maps used in Figures 4.5 and 4.6.

2https://github.com/fatmaf/generatedTests
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(a) Setting the number of cells in the
map

(b) Once the number of cells in the x
and y directions are set, a blank grid
is generated.

(c) This template can be populated
with choices for the possible locations
of shelves, depots, failstates, and loca-
tions to avoid.

(d) The number of robots, goals, fail-
states etc can then be set in the menu.
Finally, the template can then be used
to generate PRISM models with initial
locations selected from depot locations
and goal locations selected from shelf
locations. If no template is present, a
fully connected grid can be generated
automatically by setting the grid size
and other variables.

Figure 4.7: Screenshots of the python GUI used to specify template environments and
generate corresponding PRISM models.
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4.4 Naïve Solution Method: Value Iteration (VI)

As per our problem definition, all robots and DFAs have a fixed initial state. Our objective

is to find a policy to absorbing states which maximises the expected cumulative reward.

Remark 9. For a general overview of MDP solution methods from the perspective of

the artificial intelligence planning community in computer science we refer the reader

to [MK12]. Some of these such as value iteration, policy iteration etc are also summarised

in Section 3.4.1. Techniques presented in [MK12] can be combined with automata gen-

erated from LTL to give solution methods for MDPs with tasks specifications in LTL.

In fact, [KP13], provides an overview of such techniques for automated verification and

strategy synthesis. It describes a solution to MDPs with reward structures and LTL

specifications as in the PRISM Model Checker [KNP11]. The following text describes this

solution in the context of our problem.

A naive approach to obtaining an optimal policy forMΦ
J is value iteration (VI) [Bel57].

As the name suggests the core of the algorithm involves iteratively refining the values of

states (Definition 5) till the optimal value is reached. The optimal value of all absorbing

states is set to 0 since no further reward can be accumulated once such a state is reached.

The optimal value of all non-absorbing states is calculated using the Q-value of a state

action pair.

Definition 18 (Q-value under a value function). The Q-value of a state-action pair (s, a)

under a value function V is the one-step lookahead computation of the value of taking a

in s under the belief that V is the true expected cost to reach an absorbing state[MK12]:

QV (s, a) =
∑
s′∈S

δ(s, a, s′)[r(s, a, s′) + V (s′)]
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The optimal value of all non-absorbing states is then

V ∗(s) =


0, if s ∈ acc¬safe

arg max
a∈AΦ

J

Q∗(s, a), otherwise
(4.1)

Q∗(s, a) =
∑
s′∈S

δ(s, a, s′)[r(s, a, s′) + V ∗(s′)] (4.2)

Equations (4.1) and (4.2) are commonly referred to as Bellman Equations.

VI begins with an arbitrary estimate of V ∗, V0 for all states. This estimate is then

refined over n = 1, ..., N iterations using the Bellman Equations. Each successive estimate

Vn uses values from the previous estimate Vn−1:

Vn(s)← arg max
a∈AΦ

J

∑
s′∈S

δ(s, a, s′)[r(s, a, s′) + Vn−1(s′)] (4.3)

Equation Equation (4.3) is known as the Bellman update or Bellman backup. As N

approaches infinity the value estimate converges to the optimal value, V ∗ [MK12]. In

practice, the convergence criteria for VI is defined using the residual of the value function.

ResV (s) = |V (s)− arg max
a∈AΦ

J

∑
s′∈S

δ(s, a, s′)[r(s, a, s′) + V (s′)]| (4.4)

Assuming ε is the acceptable deviation from the optimal value for each state, a state s is

ε-consistent if ResV (s) < ε. VI terminates when ResV < ε, i.e. all states are ε-consistent.

Definition 19. A state s ∈ S is ε-consistent if its residual is less than a given error

threshold ε i.e. ResV (s) < ε.

Practical implementations of VI limit the maximum number of iterations to avoid VI

running forever if it does not converge i.e. if ResV ≮ ε.

The policy under the value function returns the action which has the maximum Q-value
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of all enabled actions in a particular state:

πV (s) = arg max
a∈A

Q(s, a) (4.5)

This is called the greedy policy since it greedily maximises the Q-value for each state.

Algorithm 1 Value Iteration
1: function ValueIteration(MDPM, RewardFunction r, ε, N)
2: for all s ∈ S do
3: V (s)← 0
4: end for
5: n = 0
6: while ResV > ε & n < N do
7: for all s ∈ S do
8: Update V (s) . using Equation (4.3)
9: end for

10: end while
11: return πV

12: end function
The algorithm for Value Iteration from [MK12]

In the case of rewards, VI relies on the assumption that all rewards are positive. Since

the objective is to improve the value function, this ensures that the value function improves

monotonically. The dual of reward maximisation is cost minimisation; the costs remain

positive, but the objective changes to minimising the value function, instead of maximising

it. A more detailed treatment of VI and other methods can be found in [MK12].

The Bellman backup for a single state considers all enabled actions in the state and all

successor states. Therefore the worst-case runtime of a single Bellman backup is O(|S||A|)

time. Each iteration of VI requires |S| Bellman backups, covering all states in the MDP.

The runtime of each iteration of VI in the worst-case is then O(|S|2|A|).

The state and action space of the joint MDP increase exponentially with the number

of robots. The state and action spaces are also affected by the number of tasks, since each

task is a DFA. This means that as the number of tasks increases, the state and action

spaces increase as well. Lastly, as the number of actions that may lead to the designated

failure state in the robot model increases, the number of transitions in the MDP increase.
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In MDPs where the initial state is given, we are concerned with a policy that starts

in this state. Therefore, any states that can not be reached by taking a series of actions

from the initial state, can be ignored. VI can then be performed on the states that can be

reached starting in the initial state. In a fully connected environment, where all states are

reachable from all other states, this modification will not provide any additional gains.

4.4.1 Nested Value Iteration

We demonstrate the scalability of VI on a 4-connected 5 × 5 grid. While our main

objective is to maximise the expected number of tasks, we use cost as a tie breaker. Recall

from Proposition 2 that Emax
M (cumulϕr ) is the maximum expected cumulative reward. Let

Emin
M (cumulϕc ) be the minimum expected cumulative cost. Let Π be the set of all policies

for the MDPM. Let Π∗ be the set of all policies that maximise the expected task reward:

Π∗ = {π ∈ Π | π = arg max
π′

Eπ′

M(cumulϕr )} (4.6)

. The updated objective is to find a policy π that maximises the expected task reward

using expected cost as a tie breaker i.e. when the task reward for two states is the same,

the one with the lower cost is picked:

π∗ = arg min
π∈Π∗

Eπ
M(cumulϕc ) (4.7)

Equation (4.7) can be solved using nested value iteration (NVI) [LPH15a], a generalised

version of VI which considers multiple objectives in lexicographic order. NVI was originally

presented in [LPH15a] with the following three objectives in order of priority:1. maximisa-

tion of probability of mission satisfaction 2. maximisation of expected progression reward

(see Section 3.4.1) 3. minimisation of expected action costs. In Algorithm 2 we present a

generalised version of NVI. Our implementation of Algorithm 23 includes statements to

check for reward maximisation or cost minimisation. We implemented NVI, building on
3Our implementation of NVI can be found here: https://github.com/fatmaf/prism/tree/arm64
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existing PRISM code from [LPH15a].

Algorithm 2 Nested Value Iteration
1: function NestedValueIteration(MDPM, A list of reward functions R, ε, N)
2: Let V = {V 0, V 1, . . . , V |R|}
3: for all s ∈ S, r ∈ R do
4: V r(s)← 0
5: end for
6: n = 0
7: while ResidualV (V, ε) & n < N do
8: for all s ∈ S do
9: Update(V (s))

10: end for
11: end while
12: return πV

13: end function

14: function Update(V (s))
15: doUpdate← false
16: for i ∈ {0, . . . , |V (s)|} do
17: if ResV i(s) > ε then . using Equation (4.4)
18: doUpdate← true
19: break
20: end if
21: end for
22: if doUpdate then
23: for i ∈ {0, . . . , |V (s)|} do
24: Update V i(s) . using Equation (4.3)
25: end for
26: end if
27: end function

28: function ResidualV(V, ε)
29: for s ∈ S do
30: for i ∈ {0, . . . , |V (s)|} do
31: if ResV i(s) > ε then . using Equation (4.4)
32: return false
33: end if
34: end for
35: end for
36: return true
37: end function
A generalised version of the algorithm for Nested Value Iteration. The original algorithm in [LPH15a] was
specific to the objectives being considered in the paper.

For simplicity, Algorithm 2 uses an ordered list of reward functions. This means that
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the primary objective is the first reward function and all subsequent reward functions are

used as tie-breakers for their predecessors. In Line 7 the ResidualV function is used to

check if any of the states are ε-inconsistent. If so each state is updated in Line 9 using the

Update function which updates a state. The Update function only updates a state if the

value functions can be improved in order. The list of reward functions can be replaced by

a list of reward and cost functions or a list of cost functions. The value update (Line 24)

needs to be adjusted accordingly i.e. for cost functions, state value updates are performed

if the new cost is lower.
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Figure 4.8: The scalability of nested value iteration
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4.4.2 Results

For our experiments we vary the number of robots and tasks in the mission specification.

Each task is a vistation task of the form F vi where vi denotes location i of the map. The

mission consists of a series of such tasks and a safety task of the form G(¬vj). An example

mission could be F v27, F v46, G(¬v30).

Robots Tasks States Actions Time (ms)
2 1 1144 11680 499
2 2 2200 22484 952
2 3 4200 43120 1733
2 4 8000 82544 3364
1 1 96 306 352
1 2 188 600 93
1 3 368 1176 136
1 4 720 2304 185
3 1 13754 447760 12605
3 2 25922 845732 26780
3 3 48492 1591156 56487
3 4 90480 2987240 112843
4 1 164268 17132800 733925
4 2 304236 31792052 1553165
4 3 Out of Memory Error

(a) Increase in state-action space with increase in robots and tasks. These models were fully
deterministic.

Tasks % Failstates States Actions Transitions Time (ms)
1 30 1346 12320 20516 414
2 30 2592 24008 39736 873
3 30 4984 46120 76880 1977
4 30 9568 87568 146640 4042
1 60 1346 12320 31118 404
2 60 2584 23692 59428 1021
3 60 4952 45488 113240 2282
4 60 9536 88672 220672 4695
1 90 1346 12636 46132 400
2 90 2584 24312 89104 917
3 90 4976 47408 173696 2666
4 90 9568 91168 333856 5594

(b) Increase in transitions and computation time with increase in uncertainty. % Failstates refers
to the percentage of locations in the topological map that led to the designated failure state.

Table 4.1: The scalability of nested value iteration on the Full Joint Product MDP
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Table 4.1a shows the size of the state space as the number of robots and tasks grows.

At 4 robots and 3 tasks, there is an out of memory error since the size of the full joint

product model is too large. Figure 4.8a shows the time taken to compute the optimal

policy using NVI. Figure 4.8b shows the number of states in the resulting joint product

multi-robot MDP (product MMDP) as the number of robots and tasks increases. Since

NVI considers all reachable states in the product MMDP, the number of states, transitions

and actions increases with the number of robots and tasks, resulting in too much memory

being used. The size of the product MMDP impacts the time taken to compute a solution

since more states and transitions need to be considered.

Figure 4.8c shows the increase in the number of transitions as the number of locations

leading to the designated failure state increases. We refer to these locations as failstates.

From Table 4.1b we can see that even though the number of actions remains the same the

computation time increases as the number of transitions grows.

Therefore, in practice, it may not be feasible to find the optimal policy for the objective

above, but for any policy that we do synthesise, we will also compute the actual expected

number of tasks completed without violating the safety constraint, which represents a

probabilistic guarantee on its performance. We can also compute separate guarantees, for

example, the probability with which a particular task ϕi is completed or with which the

safety specification ϕsafe holds.

4.5 Solution Framework

Motivated by the poor scalability of VI, the upcoming chapters of this thesis will look at

three different ways of solving the problem in Section 4.2. Each of these relies on MDPs

for robot models and LTL for task specification and generating an automatic task reward.

We also use the DFAs corresponding to the LTL tasks to track task allocation and task

completion among the robots.
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Figure 4.9: Overall architecture of our solution approaches.

Figure 4.9 provides an overview of our solution methodology with the MDPs and DFAs

as inputs to each algorithm. Each algorithm outputs a policy πΦ
J on the joint product

MMDP. For each approach we employ a separate verification step where we use the joint

policy to provide a guarantee on the expected task completion. This is possible because

all methods operate on a product MDP allowing us to automatically verify properties of

the MDP using value iteration [BHK19; KP13]. In practice, we perform value iteration on

the joint policy which reduces to policy evaluation (see Definition 5) [MK12].

While our work focuses on partial satisfaction through the task reward, exact guarantees

on other properties of the policy such as reachability probability etc can also be generated.

This can be done by swapping out the expected task completion property for the property

under consideration, in the verification step.

All three approaches presented in the following chapters are implemented using the

same implementation tools which we described in the previous section. They are all also

tested on the same test sets.
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Remark 10 (Replanning). Note that using the full joint product for planning means that if

a robots fails, other robots can take the out-of-commission robot’s tasks. This type of task

reallocation may not be possible without the full joint product. Therefore, an important

aspect of our approaches, is to consider task reallocation when robots in the team fail.

For some of the algorithms under consideration, this might involve replanning from the

states where one of the robots fails. Replanning implies generating a new plan (using the

same or different algorithm) possibly with the initial state of the MDP modified to reflect

the team’s state. Replanning is used in many planning applications e.g. [LL18; Cas+19;

FKS06].
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Chapter 5

Sampling-Based Heuristic Search

As described in Section 4.2 our objective is to find a joint policy for n robots such that

they perform all m tasks in the mission specification 〈ϕ1, . . . , ϕm, ϕsafe〉 without violating

the safety constraint. Moreover, if it is not possible to achieve all tasks in the mission (due

to robot failure), our objective is to achieve as many of the tasks as possible i.e. partial

satisfaction of the mission. In the case of robot failure, this means reallocating the failed

robot’s tasks to other robots. As shown in Section 4.4 a naive solution to this problem can

be obtained using value iteration (VI) on the joint multi-robot product MDP,MJ . The

size of the joint MDP product,MJ is exponential in the number of robots and the number

of LTL formulae in the mission specification. The increase in size due to the number of

robots is unavoidable. The increase in the product size due to the mission specification is

also unavoidable as the number of tasks grows. Section 4.4 showed that exact methods,

such as VI, are able to generate the optimal policy. However, these methods scale poorly

with an increase in the state-action space. This is because they operate on the full joint

state-action space which grows exponentially with the number of robots.

In most scenarios, a policy to absorbing states from the initial state, involves a limited

set of state-action pairs. Not all the states that can be reached from the initial state

are part of this policy. Heuristic search based solutions to MDPs take advantage of

this [Brá+14; Ash+18; SHB16; Kol+11]. They use a heuristic function to guide the search.
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Definition 20 (Heuristic Function). A heuristic function is a value function h : S → R+

where h(s) is an estimate of the value of state s [MK12].

The heuristic can be used as an initial estimate of the value function. This estimate

can then be iteratively updated such that it eventually reaches the optimal value if certain

conditions are met. We elaborate on this later in this chapter.

In this chapter, we illustrate the application of a sampling-based heuristic search

algorithm to solve the problem described in Section 4.2. First, we present the generalised

framework for heuristic search algorithms, Trial Based Tree Search (THTS) [KH13].

Then we elaborate on the aforementioned sampling-based heuristic search algorithm,

Labelled Real Time Dynamic Programming (LRTDP) [BG03] under this framework.

Recall from Section 3.4.1.3 that LRTDP is an extension of RTDP and can be implemented

using the THTS framework. After this background material, we discuss the challenges of

applying LRTDP to solve multi-robot planning problems with the possibility of failure and

the objective of task reward maximisation. We then show how to adapt the objective of the

problem to facilitate the use of LRTDP as a solution method. We modify the exploration

strategy in LRTDP incorporating solutions from single-robot planning problems to guide

the search in the joint multi-robot model space. Finally, we conclude with results and a

discussion on the feasibility of using LRTDP as a solution method to the aforementioned

problem.
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Section 5.1
Trial-based Heuristic
Tree Search (THTS)

Section 5.2
Labelled Real Time

Dynamic Programming
(LRTDP)

Section 5.3
Using LRTDP for task reward: Challenges and Solutions

Section 5.3.1
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Section 5.3.2
Dead-ends

Section 5.3.3
Using single-robot policies
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Results

Figure 5.1: An overview of this chapter which begins with some background focused
on using Labelled Real Time Dynamic Programming (LRTDP) within the Trial-based
Tree Search (THTS) framework. This is followed by a discussion of the challenges of
applying LRTDP to the problem formulated in Section 4.2 namely, zero-reward cycles and
dead-ends. Existing solutions are utilised for both. Next, the use of single-robot policies
to guide the search through initial action selection i.e. a rollout policy is explained. It
is also shown how to detect deadends using these policies. Finally the solution to task
allocation and planning problem is proposed by introducing a novel cost function relative
to the number of tasks achieved by the team. The chapter ends with a discussion of the
results of applying LRTDP to tests first described in Section 4.3

5.1 Trial-Based Heuristic Tree Search

The Trial-based Heuristic Tree Search (THTS) [KH13] framework presents a unified

approach to implementing various heuristic search based algorithms such as Monte-Carlo

Tree Search (MCTS) [Bro+12], LAO* [HZ01] and Real Time Dynamic Programming

(RTDP) [BBS95]. Some of these have been discussed in Chapter 3 as solution methods to

generate verified plans [Brá+14].

The name tree search indicates that the framework supports acyclic graphs or trees.

Indeed, in [KH13], the authors convert each MDP to a tree by attaching a step to each

state. However, as the authors state, the framework applies to cyclic graphs as well. The

use of cyclic graphs avoids duplicate searches if the same state can be reached along

different paths[KH13].
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This section describes THTS for cyclic graphs, particularly MDPs. It begins with a brief

overview of the framework, followed by a more detailed introduction to the framework’s

components.

5.1.1 Framework

The THTS framework has five core components: heuristic function, backup function,

action selection, outcome selection and trial length. THTS’s main advantage is the ability

to mix and match these components. The framework alternates operations on two kinds

of nodes, decision nodes and chance nodes.

Definition 21 (Decision Node). A Decision node is a tuple nd = 〈s, V (s)〉 where s ∈ S is

the MDP state and V (s) is the value estimate of state s (see Definition 5 page 13).

Definition 22 (Chance Node). A Chance node is a tuple nc = 〈s, a,Q(s, a)〉 where s ∈ S

is the MDP state, a ∈ A is an enabled action for state s and Q(s, a) is the Q-value estimate

for that state-action pair (see Definition 18 page 71).

Figure 5.2 illustrates the tree built by THTS for an MDP. Each run of THTS can

include a series of trials. A trial is a sequence of state-action pairs, starting in the initial

state and ending at some absorbing state. We define an absorbing state in the next section

but for now let an absorbing state be any state which has no outgoing transitions. This

means that once this state is reached no further actions can be taken and no other states

can be reached from this state. The root of the tree is in the initial state of the MDP.

THTS alternates between visiting decision nodes and chance nodes until it reaches an

absorbing state. Not all trials will reach a goal state (see Figure 5.2b). Once a trial

terminates, THTS updates the value of all the states and state-action pairs. It then begins

a new trial. This process continues until the initial state has been solved or a timeout is

triggered.
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the task is Fv1 i.e. the goal state is v1.
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from Figure 5.2a represented as a
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Figure 5.2: An informal illustration of Trial Based Tree Search. (a) shows a simple MDP. (b)
shows a tree built under THTS for this MDP. Circles represent decision nodes i.e states
of the MDP. Rectangles represent chance nodes, i.e. state-action pairs of the MDP. The
tree is rooted at the initial state. The thick change arrows show one trial under THTS.
The trial consists of v4,

m45→ , v5,
m51→ , v1. When the trial terminates the values for all these

are backed up. Since the nodes sfail, v7, (v5,m57) were not visited during the trial, their
values are not backed up.

Algorithm 3 reproduced from [KH13] shows the core functions that make up the THTS

framework. The input to THTS is the MDP (including the initial state) and a timeout

T . T is used to limit the time for a THTS run. If the root node is not solved and the

time budget has not been used up, a decision node is visited. When a decision node is

visited (Lines 8 to 17) for the first time, it is initialised using the heuristic function. Then

an action set is selected based on the action selection component. This action set may

contain zero, one or more actions. Most algorithms select just one action. The action

selection component returns the set of chance nodes or state-action pairs that need to be

visited or executed.

Lines 18 to 24 show the visitChanceNode function. Visiting a chance node involves

selecting a set of states or decision nodes which are successors of the chance node. In

the case of algorithms such as LAO*, this set may contain all successor states of the

state-action pair. However, in sampling based approaches such as RTDP and MCTS, this

set typically contains one single state or decision node. The process of visiting decision
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nodes and then chance nodes continues until a leaf node has been encountered, i.e. an

absorbing state has been reached (see Definition 25).

Algorithm 3 The THTS Framework
1: function THTS(MDPM, timeout T )
2: n0 ← getRootNode(M)
3: while n0.notSolved() & time()< T do
4: visitDecisionNode(n0)
5: end while
6: return greedyAction(n0) . as in Equation (4.5)
7: end function

8: function visitDecisionNode(Node nd)
9: if nd.notInitialised() then
10: initialiseNode(nd)
11: end if
12: N ←selectAction(nd) . see Section 5.1.2.4, typically greedy as in Equation (4.5)
13: for nc ∈ N do
14: visitChanceNode(nc)
15: end for
16: backup(nd) . see Section 5.1.2.3, typically bellman as in Equation (4.3)
17: end function

18: function visitChanceNode(Node nc)
19: N ←selectOutcome(nc) . see Section 5.1.2.5, typically as per MDP probabilities
20: for nd ∈ N do
21: visitDecisionNode(nd)
22: end for
23: backup(nc) . see Section 5.1.2.3, typically bellman as in Equation (4.3)
24: end function
The THTS Framework reproduced from [KH13]

5.1.2 Components

In THTS, each component plays an important role. Changing the type of any of these

components may result in a completely different search algorithm. The following text

describes each of the components in THTS. Since [KH13] did not focus on cyclic MDPs,

we indicate how these components can aid searching such MDPs.
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5.1.2.1 Trial Length

Trial length refers to the length of a path or trajectory. All heuristic search based algorithms

have trials that terminate when an absorbing state or a state that is considered to be

solved is reached. Some versions of MCTS such as PROST [KE12] introduce a trial length

by artificially limiting the number of states explored, therefore, considering a decreased

horizon. This can easily be done in Algorithm 3 by incrementing a counter everytime a

decision node is visited and modifying line 3 to account for this.

A trial length may also be useful for the case of cyclic MDPs where it is possible for the

search to be trapped in cycles or loops in the MDP. Limiting the trial length terminates

the trial after the specified number of steps. However, the magnitude of this trial length

is very important [MK12]. If the trial length is smaller than the number of states in the

MDP, it is not possible to guarantee convergence to the optimal value. This is because

some states (including states where the task is completed) may not be reachable within

this limit. For very large MDPs, setting the trial length to a number greater than or equal

to the number of states in the MDP may be practically infeasible. The reasons for this

are twofold: one, that it may result in many wasteful trials and two, that it may use up

too much memory.

5.1.2.2 Heuristic Function

The heuristic function is defined in Definition 20 as an initial estimate of the value of

a state ( Line 10. It is used to guide the search, particularly in the exploration of new

states. There is a myriad of ways to compute heuristics. Some heuristics are derived

from domain knowledge, for example the Euclidean or Manhattan distance, if the MDP

represents a grid world. Other heuristics are domain independent and can be derived by

solving abstractions of the MDP. For example, all-outcome determinisation assumes that

each state-action-state tuple has transition probability 1. The new deterministic model

can be solved quickly using classical planning methods and this solution is used as the

heuristic.
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5.1.2.3 Backup Function

The backup function updates the state-value estimates and action-value estimates ( Lines 16

and 23). LAO* and RTDP use a full Bellman backup as in Equation (4.3). MCTS uses a

partial backup function based on Monte Carlo backups, estimating transition probabilities

using frequency of states seen. Labelled RTDP (LRTDP) [BG03] which is an extension

of RTDP, incorporates additional checks in the backup function, aimed at improving

convergence.

5.1.2.4 Action Selection

The action selection component chooses an action for a state ( Line 12). LAO* and RTDP

choose actions greedily based on the Q-value estimates, i.e. in each state, the action with

the best Q-value is chosen. The focus of greedy action selection is on exploiting pre-existing

knowledge. ε-Greedy action selection is a balanced action selection strategy where the

greedy action is chosen with probability ε and a random action is chosen with probability

1− ε. MCTS balances exploration and exploitation using the UCB1 [ACF02] formula. In

fact, MCTS uses two different action selection strategies; one for newly encountered states

and one for already encountered states.

A rollout policy in MCTS refers to the action selection strategy used when a state is

encountered for the first time. The most obvious rollout policy or action selection strategy

is uniform random action selection. However, more complex strategies that leverage

domain knowledge or a heuristic can also be used. It is easy to incorporate these in the

THTS framework. There is indeed a wide range of action selection strategies that can be

used which makes the THTS framework a good choice for implementing heuristic search

algorithms.

5.1.2.5 Outcome Selection

Like action selection, there are multiple outcome selection strategies too. These are used

to select the successor state after executing an action ( Line 19). Selecting successor states
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based on their transition probabilities is an obvious outcome selection strategy. Bounded

RTDP (BRTDP) [MLG05] uses an outcome selection strategy based on the difference

between the upper and lower bounds of the state-value and state-action value estimates.

5.2 Labelled Real Time Dynamic Programming

So far we have looked at a general framework for implementing sampling-based heuristic

search algorithms, THTS. Our main motivation for this is that we will be able to vary

components to create a search algorithm suited to the multi-agent planning and task

allocation and reallocation under robot failure. This section describes and motivates our

choice of a trial-based heuristic search algorithm, namely Labelled Real Time Dynamic

Programming (LRTDP) [BG03].

5.2.1 Key Definitions

Before we describe LRTDP, we present some definitions we will need to understand the

algorithm. The first of these is a property of the heuristic function: admissibility.

Definition 23 (Admissible Heuristic). When the objective is to maximise reward, an

admissible heuristic does not underestimate the value of any state, therefore h(s) ≥ V ∗(s)

for all s ∈ S. In the case of minimising cost, an admissible heuristic does not overestimate

the value of any state, therefore h(s) ≤ V ∗(s) for all s ∈ S.

As a result, admissibility ensures that all promising states are considered during

the search. Recall the value function update from Equation (4.3), Section 4.4 where

Vn+1(s) ≥ Vn(s), for all s ∈ S. In words the value function update always improves the

value estimate of a state. For this to hold true when using a heuristic function as the

initial value estimate, the heuristic function must overestimate the value of a state. This

ensures that the improvement is always monotonic.

Another key definition for heuristic search algorithms is that of a proper policy. Heuristic

search algorithms such as LRTDP, are only able to generate optimal solutions to MDPs if
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the MDP has at least one proper policy. In order to define a proper policy we must first

define goal states and absorbing states.

Definition 24 (Goal States). For an MDPM = 〈S, s, A, δ, AP, L〉 ( Definition 1) with

a reward structure r(s, a, s) ( Definition 3), let TG ⊆ S be the set of goal states such

that for all tg ∈ TG, and for all enabled actions in tg i.e. a ∈ A(tg), δ(tg, a, tg) = 1 and

r(tg, a, tg) = 0 i.e. staying in state tg incurs no further reward. Another way to define

these states is by letting A(tg) = {∗} where ∗ implies that the robot will continue to stay

in this state and collect no further reward.

Definition 25 (Absorbing States). For an MDPM = 〈S, s, A, δ, AP, L〉, let T = TG∪T⊥ ⊆

S be a set of absorbing states for the MDPM. T⊥ is the set of non-goal absorbing states

such that for all t⊥ ∈ T⊥, A(t⊥) = {⊥} i.e. there are no outgoing actions from any state

in S⊥. Absorbing states are also referred to as terminal states.

Definition 26 (Proper Policy). For an MDPM = 〈S, s, A, δ, AP, L〉 ( Definition 1) with

a reward structure r(s, a, s) ( Definition 3), let T = TG ∪ T⊥ ⊆ S be a set of absorbing

states for the MDPM. A policy is proper if, from every state s on which the policy is

defined, π eventually reaches an absorbing state, t ∈ T with probability 1 [SHB16].

Remark 11 (Proper Policy Definition). In MDP literature a proper policy is a policy which

reaches a goal state from every state [MK12]. However in [SHB16] this is modified for the

problem of goal probability analysis, replacing goal states with absorbing states. We use

this definition.

These definitions can be extended to the product MDPs from Definition 14 as follows:

Definition 27. (Goal States for a Product MDP) For a product MDP M ⊗ Aϕ =

〈S⊗, s⊗, A, δ⊗, AP, L⊗〉 where Aϕ is the DFA corresponding to the LTL specification ϕ

(see Definition 11), the set of goal states T⊗G ⊆ S⊗ includes all states tg ∈ T⊗G = (s, q)

where q ∈ QF . In words, goal states are states where the mission, Φ has been satisfied.

The reward in these states is artificially set to 0 for all actions and once such a state is

reached, the choice of action, generally denoted by ∗, does not matter.
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Figure 5.3: Converting an MDP state to a goal state: To convert v1 to a goal state, the
action m15 is disabled and a self loop is added to v1.

Remark 12 (Converting an MDP State to a Goal State or Absorbing State). Any MDP

state can be converted to a goal state by disabling all actions in that particular state and

in the case of goal states, adding a self looping action ( Figure 5.3).

The same can be said for product MDPs. In fact as we saw in Definition 27 after a

goal state has been reached, it does not matter what actions are taken. In practice, this

can be achieved by not expanding any absorbing states (goal or otherwise). Since the

DFA state is a feature of the product MDP state, this is easy to do. Whenever a product

MDP state’s DFA state feature is accepting or absorbing, it is not expanded.

5.2.2 Motivation

There are many heuristic search algorithms. Our choice of algorithm is informed by the

availability of robot models and the plan property under consideration. For example,

LRTDP assumes that the robot model is known while MCTS requires that a simulator

is available to output a (sampled) successor state given a state-action pair as an input.

Providing exact values of plan properties is not possible without knowledge of the robot

model. Furthermore LRTDP is developed for agents acting in the real world with a short

time for computing plans. Therefore, it is able to generate a reasonable action to execute

in a state quickly. This makes it an anytime algorithm, since it is able to generate a

feasible solution anytime. It also makes it an online algorithm as the action for a future

state can be generated while the agent is executing the algorithm’s action for the current
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state. More specifically, LRTDP is a sampling based heuristic search algorithm. Its ability

to generate a reasonable action quickly comes from sampling successor states, instead

of visiting all successors. LRTDP uses the knowledge of the underlying agent model to

sample states. Since we have an agent model and potentially large MDPs, approaches like

LRTDP are best suited to our problem. Not only do they reduce the memory required,

but are able to generate a reasonable action, even without solving the MDP completely.

LRTDP builds on the search algorithm Real Time Dynamic Programming (RTDP) [BBS95].

RTDP does not have convergence detection or a stopping criterion, other than a timeout.

RTDP trials only terminate when an absorbing state is reached. This means that RTDP

trials visit states which may have already converged multiple times.

LRTDP remedies this by adding a stopping criterion other than the timeout. The

stopping criterion incorporates convergence detection. As a result, LRTDP ensures that

states that can not be improved further and have reached their optimal value are not

visited again. This improves the time taken to compute the optimal policy.

LRTDP can be seen as heuristic search alternative to VI (see Section 4.4). It uses

Bellman backups (Equation (4.3), page 72) to update the value estimates of states. It also

uses the residual (Equation (4.4), page 72) to determine whether a state-value estimate

needs to be backed up. LRTDP only updates the value for a state if it is not ε-consistent

meaning that the residual of the state is greater than the error threshold i.e. ResV (s) > ε

(Definition 19).

For LRTDP to generate an optimal policy the following conditions must be fulfilled:

• The MDP must have at least one proper policy. The presence of a proper policy

ensures that all trials eventually terminate and are not stuck in loops.

• The value function, V , improves monotonically. For this to be true, the initial value

estimate must be an admissible heuristic. If it is, then the Bellman backup equations

ensure that the value estimate always improves.
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5.2.3 LRTDP Under THTS

In [BG03] LRTDP is presented using an iterative approach. THTS on the other hand is

recursive. Therefore, in order to implement LRTDP under the THTS framework, some

modifications to THTS need to be made. Algorithm 4 shows these modifications and

presents LRTDP under the THTS framework. The core of the approach is the same as that

in Section 5.1.1 with the addition of a forward backup for each node and the modification

of the backup function.

5.2.3.1 Overview

In the following text we walk through LRTDP with the exception of the modified backup

function which we discuss in the next section. We refer to Algorithm 6 for each of part of

the explanation.

Initialisation Given an MDPM and a timeout T , the algorithm begins by generating

the root node i.e. the initial state of the MDP. If the root node is not labelled as solved

and there is still time, it is visited. For now we assume that there is some function that

allows us to label nodes as solved. We discuss this function later.

Visiting a decision node Since the root node is a decision node (it contains a state

but no action), the VisitDecisionNode function is called (Line 4). If the decision node

has not been visited before then it is initialised (Lines 11 to 13). This initialisation assigns

the value estimate given by the heuristic function to this node. Next a forward Bellman

backup is performed i.e. the value estimate is updated using Equation (4.3).

Action selection After this update, the action selection function is called (Line 15).

In [BG03] the action selection strategy is greedy action selection. However, under the

THTS framework, it can be easily changed. The action selection function returns the

corresponding chance nodes. As per greedy action selection, this is just one node.
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Visiting a chance node Next the VisitChanceNode function is called (Line 17).

The VisitChanceNode function starts from Line 23. First a forward backup of the

chance node is performed according to Equation (4.3). Then the outcome selection function

is called.

Outcome selection Within the outcome selection function, successor states of this

chance node or state-action pair are sampled. LRTDP samples states according to their

transition probabilities. For LRTDP the outcome selection function returns just one

decision node. Next this decision node is visited and the process is repeated until the trial

termination criteria are met.

Trial termination The trial terminates when an absorbing state decision node is reached

because absorbing states are labelled as solved using Definition 25. This initiates the

backward backup process which is different from the aforementioned forward backups as it

also includes a mechanism to label states as solved which we discuss next.
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Algorithm 4 LRTDP under THTS
1: function THTS(MDPM, timeout T )
2: n0 ← getRootNode(M)
3: while n0.notSolved() & time()< T do
4: visitDecisionNode(n0)
5: end while
6: return greedyAction(n0)
7: end function

8: function VisitDecisionNode(Node nd)
9: backupNode ← true

10: if nd.notSolved() & time()< T then
11: if nd.notInitialised() then
12: initialiseNode(nd) . Using H from Definition 20
13: end if
14: forwardBackup(nd) . Equation (4.3)
15: N ←selectAction(nd) . Typically greedy
16: for nc ∈ N do
17: backupNode←visitChanceNode(nc)
18: end for
19: backupNode←backupLRTDP(nd,backupNode)
20: end if
21: return backupNode
22: end function

23: function VisitChanceNode(Node nc)
24: backupNode ← true
25: forwardBackup(nc) . Equation (4.3)
26: N ←selectOutcome(nc) . as per MDP probabilities
27: for nd ∈ N do
28: backupNode← backupNode & visitDecisionNode(nd)
29: end for
30: backupNode ← backup(nc,backupNode)
31: end function
Originally LRTDP was presented as an interative algorithm in [BG03]. However, THTS [KH13] is a
recursive framework. As a result we adapted LRTDP to fit in the THTS framework as illustrated here.
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5.2.3.2 Labelling States as Solved

The main difference between LRTDP and RTDP is due to this backup process. While

RTDP simply uses a Bellman backup to backup all nodes in reverse, LRTDP uses a much

more involved mechanism, improving the time taken to converge by avoiding states that

do not need an update. For any state, it chooses the best action (using the action selection

function) and then checks whether all successor states are solved. If so, it labels the current

state as solved. So far our explanation of LRTDP has ignored the variable backupNode

in Algorithm 4. This variable is a result of modifying LRTDP to fit under the THTS

framework, particularly the backward backup process which labels states as solved.

We now describe the process used to label a state as solved. In the original LRTDP

formulation all backups are done after the trial has ended. Once the trial has ended a

state is backed up and labelled solved if needed. In order to label a parent state as solved,

its successor states also need to be marked as solved. Algorithm 5 describes the LRTDP

backup which includes the labelling process. The open and closed stacks from Lines 5 to 6

in Algorithm 5 are used to keep track of nodes. The open stack is used to track nodes

that are to be visited and the closed stack is used to track nodes that have been visited.

The algorithm starts with the current decision node, pushing it to the open stack if it is

not solved (Line 7). In Lines 10 to 24 each decision node in the open stack is popped. If

the decision node is ε-consistent (Line 13) then its successor decision nodes are visited.

The decision node itself is pushed onto the close stack.

Note that if a decision node is ε-consistent that means that there is no change in the

best action for the state the node represents according to the action selection method

used. In order to visit the successors of such a state, the action selection method is used

to return the chosen chance node (Line 14). Unlike the trial process, there is no outcome

selection method here. Instead all successors of the chance node are returned. Each of

these is added to the open stack, if it has not already been visited and it has not been

labelled as solved. The loop terminates when the open stack is empty i.e. all states on

the greedy path from the initial decision node have been explored. Note that if a decision
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node is not ε-consistent, its successors are not visited.

The variable called “allε-consistent” in Algorithm 5 is used to flag if any of the states

visited were not ε-consistent (Line 22). After the loop terminates the labelling process

begins. If all states visited were ε-consistent, then they are all marked as solved and

popped off the closed stack (Lines 26 to 29). However, if any of the visited states were not

ε-consistent, then they are not marked as solved (Lines 31 to 34). The function returns the

flag used to determine if any states were not ε-consistent (Lines 36 and 40). This is used

to check whether the previous decision node (since this is a recursive algorithm) needs to

go through the labelling process (Line 2 in Algorithm 5 and Line 19 in Algorithm 4).
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Algorithm 5 Check Solved Function for LRTDP
1: function backupLRTDP(DecisionNode nd,backupNode)
2: doPreviousBackups ← false

3: if backupNode then
4: allε-consistent ← true
5: open ← ∅
6: closed ← ∅
7: if ¬ nd.solved() then
8: open.push(nd)
9: end if . Visiting successors of current node
10: while ¬ open.empty() do
11: s ← open.pop()
12: closed.push(s)
13: if residual(s) < ε then
14: nc ← selectAction(nd)
15: Nd ← successors(nc)
16: for n′d ∈ Nd do
17: if ¬n′d.solved() & n′d /∈ open ∪ closed then
18: open.push(n′d)
19: end if
20: end for
21: else
22: allε-consistent ← false
23: end if
24: end while
25: if allε-consistent then
26: while ¬closed.empty() do . Marking nodes as solved
27: n′d ← closed.pop()
28: n′d.setSolved()
29: end while
30: else
31: while ¬closed.empty() do
32: n′d ← closed.pop()
33: forwardBackup(n′d) . Equation (4.3)
34: end while
35: end if
36: doPreviousBackups ← allε-consistent
37: else
38: forwardBackup(nd) . Equation (4.3)
39: end if
40: return doPreviousBackups
41: end function
The check solved function from [BG03], slightly modified to fit into the THTS framework.
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5.2.3.3 LRTDP run-through
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Figure 5.4: An MDP to illustrate LRTDP. Assume the cost of each state-action pair is 1
and the objective is to minimise cost of getting to the goal. The initial state is v5 and the
task is F v2. Since there is only one task, we omit the automaton and show only the MDP.

¯

Example 8 (A run-through of LRTDP). Consider the MDP in Figure 5.4. Let the initial

state be v5, and the task, F v2. Since there is only one task, we do not show the product

MDP and omit the automaton for simplicity. The automaton would add one extra state

variable with v2 as an accepting state. So for now we consider v2 as the goal state.

Let the cost of each state-action pair be 1. The values for all states are set to 0, i.e.

our heuristic gives us 0 for all states. Let ε be set to 0.01. As a result the value for a state

is considered unchanged if the difference between the old and new values is less than 0.01.

The goal state v2 is marked as solved. All other states are marked as unsolved.

Trial 1 The trial starts in v5, with the following values V (v5) = 0, Q(v5,m51) =

1 + (0.8 ∗ V (v1) + 0.2 ∗ V (v3)) = 1 + 0 = 1, and Q(v5,m57) = 1 + V (v7) = 1 + 0 = 1.

Since both actions have the same q-value, m57 is chosen arbitrarily (for now). The

value is updated, V (v5) = 0. Now v7 is visited with the following values V (v7) = 0,

Q(v7,m71) = 1 + V (v1) = 1 + 0 = 1, and Q(v7,m75) = 1 + V (v5) = 1 + 1 = 2. m71

is chosen because it has a lower q-value. The value is updated, V (v7) = 1. Now

v1 is visited with the values V (v1) = 0, Q(v1,m12) = 1 + V (v2) = 1 + 0 = 1, and

Q(v1,m15) = 1 + V (v5) = 1 + 1 = 2. m12 is chosen because of the lower q-value. The

value of v1 is updated to V (v1) = 1. Since v2 is the goal, the trial ends here. ¯
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Backup for Trial 1 The states visited were v2, v1, v7, v5. Since v2 is solved, the Backu-

pLRTDP function returns true. v1 is not solved. The best action in v1 is still m12 with

Q(v1,m12) = 1, therefore there is no change in the value for v1 and the residual is 0. The

successor of m12 is v2 which is solved. Since none of v1’s successors (when taking the best

action) are unsolved, v1 is labelled solved. The BackupLRTDP function returns true. v7

is not solved. The best action in v7 is m71, however, its q-value is changed from 1 to 2

i.e. Q(v7,m71) = 1 + V (v1) = 1 + 1 = 2. Due to this change,no further states are visited,

i.e. v7,m71’s successors are not visited. The variable allε− consistent in Algorithm 5 is

false, so the value for v7 is updated to the new value i.e. V (v7) = 2. The BackupLRTDP

function returns false and the labelling ends. A new trial begins i.e. Trial 2.
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Figure 5.5: A run through of LRTDP for the MDP in Figure 5.4 as explained in Example 8
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Trial 2 The trial starts in v5, with the following values V (v5) = 1, Q(v5,m51) =

1 + (0.8 ∗ V (v1) + 0.2 ∗ V (v3)) = 1 + 0.8 = 1.8, and Q(v5,m57) = 1 + V (v7) = 1 + 2 = 3.

m51 is chosen due to the lower q-value. The value is updated, V (v5) = 1.8. The successors

of m51 are sampled and v3 is visited. The values of note here are V (v3) = 0, and

Q(v3,m32) = 1 + V (v2) = 1 + 0 = 1. m32 is chosen. The value is updated, V (v3) = 1.

Since v2 is the goal, the trial ends here.

Backup for trial 2 The states visited were v2, v3, v5. v3 is not solved but once the

BackupLRTDP function is called, it marks it as solved, since all its successors are solved and

there is no change in its value. Next the BackupLRTDP function for v5 is called. The q-value

for its best action, m51 has changed from 1.8 to Q(v5,m51) = 1+(0.8∗V (v1)+0.2∗ (v3)) =

1 + (0.8 + 0.2) = 2. Therefore, the residual for this state is now 1. This state is not marked

as solved and its value is updated to 2. The BackupLRTDP function returns false and the

backup process is terminated.

Trial 3 The trial starts in v5, with the following values V (v5) = 2, Q(v5,m51) =

1 + (0.8 ∗ V (v1) + 0.2 ∗ V (v3)) = 2, and Q(v5,m57) = 3. m51 is chosen due to the lower

q-value. The sampled next state is v1. v1 was marked as solved in the first trial, therefore,

the trial terminates here.

Backup for trial 3 The states in the trial are v5, v1 with v1 marked as solved. Therefore,

the BackupLRTDP function is called for v5. The best action in v5 is still m51 and its value

remains unchanged. All the successors are also marked as solved. Consequently, v5 is

marked as solved. When BackupLRTDP returns true, there are no more nodes that were

visited. Therefore, the backup loop terminates.

Now that the initial state is solved, LRTDP terminates. The policy can now be

obtained by getting the greedy action for each state.
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Figure 5.6: The policy obtained for the MDP in Figure 5.4, following Example 8. Only
the states and actions in the policy starting in the initial state are shown, all others are
greyed out.
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Figure 5.7: The previous sections (grayed out) introduced THTS and LRTDP which
was essential background for this chapter. The next sections discuss the challenges of
applying LRTDP to the problem formulated in Section 4.2 namely, zero-reward cycles and
dead-ends. Existing solutions are utilised for both. Next, the use of single-robot policies
to guide the search through initial action selection i.e. a rollout policy is explained. It
is also shown how to detect deadends using these policies. Finally the solution to task
allocation and planning problem is proposed by introducing a novel cost function relative
to the number of tasks achieved by the team. The chapter ends with a discussion of the
results of applying LRTDP to tests first described in Section 4.3
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5.3 LRTDP for Maximising Task Reward with Robot

Failures

In this section we show how LRTDP can be applied to the problem in Section 4.2,

maximising task reward for a multi-robot scenario with robot failures. Figure 5.8 shows a

simplified MDP fragment of the example from Figure 4.2. The robot’s initial state is v4

(marked in change) and the mission is F v1. Since this example only contains one task, we

omit the DFA parts of the state. Throughout this section, we will refer to this example to

illustrate LRTDP’s limitations and our proposed solutions. As we have seen in previous

sections, LRTDP can operate on the joint product MDP without exploring the entire

state-action space. Therefore, LRTDP can operate on the joint product MDP. However,

with the objective of maximising task reward and reallocating tasks on robot failure, the

following problems arise:

1. The search can get stuck in zero-reward cycles. These are introduced due to the task

reward structure (see Section 4.2) being 0 in certain parts of the product MDP.

2. The search gets stuck in deadends e.g. states where all robots have failed.

5.3.1 Removing Zero-Reward Cycles

Our first problem arises due to the presence of zero-reward cycles since our objective is

to maximise task reward. Recall from Section 5.1.2 that there are components in THTS

that can be varied to change the workings of the algorithm. In this section we illustrate

the effect of some of these in attempts to deal with zero-reward cycles and present existing

solutions.
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Figure 5.8: Modified fragment of our toy example MDP with the door removed. Assume
the robot is in state v4 and has to get to state v1.

Example 9 (Zero-Reward Cycles). The MDP in Figure 5.8 has a proper policy if we

consider both v1 and sfail to be absorbing states. Let us look at this example with the

objective of maximising task reward, Emax
M (cumulϕr ). The task reward structure is of the

form:

r(s, a, s′) =


1 if s = v5, a = m51, s

′ = v1

0 otherwise
(5.1)

The heuristic is constant for all states except the absorbing states:

h(s) =


0 if s ∈ {v1, s

fail}

1 otherwise
(5.2)

The heuristic for all state-action pairs is also a constant set to 1. This is an admissible

heuristic for the maximum reward since it assumes that the goal can be reached from all

states, except the absorbing states. The only state with multiple actions is v5.

Let the first trial be the path, v4
m45→ v5

m51→ v1. Once the trial terminates, the backup

function will mark v1,sfail and (v1,m51) as solved since v1 and sfail are both absorbing

states and m51 only leads to these two states. However, state v5 will not be marked

as solved. The two actions in v5, have the corresponding Q-values, Q(v5,m57) = 1 and

Q(v5,m51) = 0.8. Recall from Definition 18 that Q(s, a) is a value estimate for a state-

action pair. Specifically, Q(v5,m51) is updated from 1 to 0.8. As a result, the greedy action
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changes in the backup and its successor, v7 is not solved. Therefore, v5 is not marked as

solved.

In the next trial, using greedy action selection, the path will be an infinite path

v4
m45→ v5

m57→ v7
m75→ v5

m57→ ...v7
m75→ v5..., looping between v5 and v7. Since there are

no rewards for actions m57 and m75, no update takes place and the robot is stuck in a

zero-reward cycle.

5.3.1.1 Effect of fixing trial length

As mentioned earlier, adding a fixed trial length can be used to stop the search when it is

trapped in a loop. However, using a fixed trial length in this example would still result in

a policy that has a loop. While the backup function will mark all states as solved, the

resulting policy will include the loop v5
m57→ v7

m75→ v5....

5.3.1.2 Effect of an inadmissible heuristic

It is clear that this behaviour is due to the admissibility of the heuristic. We can forgo

admissibility and initialise all state-action pairs with a lower bound on the task reward

e.g. 0. This approach would be greedy and would lead us to the goal in this example.

However, this will not be the case for all scenarios. For instance consider a scenario where

a certain path to the goal has a task reward of 1, while another has a task reward of 0.8.

If the path with the lower task reward is explored first using greedy action selection, the

path with a task reward of 1 will never be explored. Replacing the greedy action selection

with one that chooses non-greedy actions with some probability is one way to avoid this.

However, due to the probabilistic nature of the action selection method, an optimal policy

is not guaranteed.

5.3.1.3 Effect of a secondary objective

Another possible solution to the removal of zero-reward cycles might be the use of a

secondary objective. Let c(s, a, s′) = 1 be the cost for all state-action-state tuples. Recall
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from Definition 4 that cumulϕr is the cumulative reward starting from the initial state

to an absorbing state. Similarly, let cumulϕc be the cumulative cost of starting in the

initial state and terminating in an absorbing state. The updated objective is to find a

policy that maximises the expected task reward using expected cost as a tie breaker as

explained in Section 4.4, Equations (4.6) and (4.7). The value update is the same as the

one defined in Algorithm 2, Line 24. Let Qr and Vr denote the state-action value and

state-value estimates for the task reward. Let Qc and Vc denote the state-action value and

state-value estimates for the cost. The task reward Q-value for action m51 in state v5 is

0.8, whereas Qr(v5,m57) = 1. Despite the addition of a secondary objective, the value

estimates do not change. The estimate of Qc(v5,m57) continues to increase, without any

effect on Qr(v5,m57). This does not solve the problem of zero-reward cycles.

5.3.1.4 Existing Solutions

From Example 9 we can see that zero-reward cycles trap the search in a set a of states. Solu-

tions for MDPs with zero-reward cycles have been presented in both [Kol+11] and [Brá+14].

The common theme for both solutions is to detect cyclic paths in the MDP and then remove

the cycles. [Kol+11] introduces Find-Revise-Eliminate-Traps (FRET) which terminates

a trial when the residual of a state does not change. Each trial run can be seen as a

fragment of the MDP. FRET uses this MDP fragment and identifies any cycles using

Tarjan’s Algorithm [Tar72]. Tarjan’s algorithm is widely used to detect cycles in graphs.

Once cycles are identified, FRET essentially collapses all states in a cycle into one super

state. If there are no actions that lead out of this super state, then the state’s value is set

to −∞. If there are actions leading out of the state, then the super state’s value is set to

that of the best action leading out of the state. The values of all states and state-action

pairs inside the super state are the same.

[Brá+14] has a similar approach to FRET, however, cycles are detected during the

trial run. Once a cycle is detected, the trial is halted, and the cycle is collapsed. The

terminology for cycles here is end components. After collapsing the cycle, the trial begins
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again.

The methods in [Kol+11] and [Brá+14] are not straightforward to implement. Further-

more the cycle detection has some overhead. As the size of the MDP state-action space

increases, this overhead may become a bottleneck.

5.3.1.5 Conclusion

As we have seen zero-reward cycles are due to the reward structure itself i.e. there are

multiple state-action-state tuples where there is no reward. Changing the reward for all

such state-action-state tuples to a value greater than 0 is one way to remove these cycles.

However, such a reward structure can not be used to count the number of completed

tasks. Recall that cost minimisation is a dual for reward maximisation. Replacing the

reward structure with a cost structure such that each state-action-state tuple has a cost

greater than 0 associated with it can be used to avoid zero-reward cycles. However, this

too brings its own set of problems due to the possibility of robot failure considered in our

MDP models. The next sections illustrate the difficulties with using cost minimisation

alone as an objective and their solutions. They also show how to generate a cost structure

that is analogous to the task reward structure.

5.3.2 Preemptively Avoiding Unavoidable Dead-ends

By changing the objective of the problem from one of task reward maximisation to

one of cost minimisation, we have effectively removed the first of the two aforementioned

challenges. However, the challenge of dead-ends still remains. In this section, we discuss

the following:

• The challenge of deadends due to the failstate and proposed solutions.

• The challenge of deadends due to partial satisfaction of the mission, i.e. achieving

as much of the mission as possible. In fact, this leads to not just deadends but dead

paths which we can simply treat as deadends identifying the states where these paths
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Figure 5.9: Modified fragment of our toy example MDP with the door removed as
in Figure 5.8. Assume the robot is in state v4 and has to get to state v1. However, the
reward is replaced by a cost function, which changes the heuristic as well.

begin.

Figure 5.9 shows the MDP from Figure 5.8 but with the objective of cost minimisation.

This makes the failstate sfail in Figure 5.9 a hindrance to generating an optimal policy.

When the search visits this state, it is trapped here forever. In the MDP literature such

a state is an unavoidable dead-end in the MDP [MK12]. Specifically a dead-end is any

state reachable from the initial state such that the probability of reaching a goal state

from this dead-end is 0. A dead-end is unavoidable if it is not possible to reach the goal

state without taking an action that may lead to the dead-end. This means that there is

no proper policy for the MDP.

Example 10 (Unavoidable Dead-ends). In this example, we illustrate the problem an

unavoidable dead-end poses. Consider the MDP in Figure 5.9 with the objective of

minimising the expected cumulative cost, i.e Emin
M (cumulϕc ). Remember that once a robot

ends up in a failstate, it stays there indefinitely, taking action mf every time. Let the cost

structure be of the form:

c(s, a, s′) =


0 if s = v5, a = m51, s

′ = v1

1 otherwise
(5.3)

Let the heuristic be constant for all states and state-action pairs i.e. 0.
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Let the first trial be v4
m45→ v5

m51→ v1. The backup update of the state-values in this

trial results in the following: V (v1) = 0 since it is the goal state, V (v5) = 0.2 +V (v1) = 0.2

and V (v4) = 1 + V (v5) = 1.2.

In the next trial, the following states are seen as per a greedy action selection strategy:

v4
m45→ v5

m57→ v7
m75→ v5

m51→ sfail mf→ sfail . . . , i.e. the robot is stuck in the failstate. In v5,

m57 is chosen because its q-value is 0 since v7 has not been expanded. On update this

value changes to 1. From v7 there is no other action but m75 so that is the chosen action.

The trial is in v5 again. This time m51 is chosen since its q-value is 0.2. If the failstate is

sampled again, the value of the failstate updates to 2 (mf has a cost of 1) and the trial

is stuck in the failstate. Adding a trial length to this would eventually make the action

m51 less attractive, as 0.2× V (sfail) would increase over time. This is because the value

of the failstate is updated every time the failstate is visited. As a result both m51 and

m57 would end up having infinite expected accumulated cost. This would permeate to v4,

resulting in no feasible policy.

5.3.2.1 Converting dead-ends to absorbing states

In Example 10, both v7 and sfail contribute to the increase in accumulated cost. One

possible solution to the problem is to artificially convert dead-end states to non-goal

absorbing states. To do this, the action mf needs to be disabled in this state. This means

that there is no cost associated with this state. However, there is also no cost associated

with the goal state. With the objective of minimising cost the search algorithm may

generate a policy to the dead-end instead of the goal state because the accumulated cost

to get to the dead-end is lower. Therefore, this is not a viable solution.

The MDP in Figure 5.8 can be classified as a Stochastic Shortest Path MDP [BT91]

with unavoidable dead-ends (SSPUDE MDP) [MK12].

Definition 28 (Stochastic Shortest Path MDP with an initial state). From Definition 1,

an MDP is a tupleM = 〈S, s, A, δ, AP, L〉. Let c(s, a, s) be a cost function such that for

all s ∈ S, a ∈ A(s), C(s, a, s) ≥ 0.
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A Stochastic Shortest Path MDP (SSP MDP) with an initial state is an MDP,M,

which satisfies the following conditions [Kol+11]:

• There exists at least one proper policy, π.

• For every improper policy π, for every s ∈ S where π is improper, V π(s) =∞.

[MK12] shows that SSPUDE MDPs can be converted to SSP MDPs by using a finite

or infinite penalty for dead-ends. It is important to note that the work in [MK12] focuses

on minimising costs to the goal.

In the case of an infinite penalty for dead-ends, [MK12] uses FRET to first find all

policies that lead to the goal with positive probability. It then uses a heuristic search

method to find a policy that minimises cost over the one’s that maximise probability of

reaching the goal. In the case of a finite penalty, the authors cap the value update function.

Specifically if the value of any state is greater than the finite penalty for the dead-end,

the value does not change. This can be done by putting a “cap” on the cost of all states

during the Bellman backup.

Vn(s)← min
V

(D, arg max
a∈AΦ

J

∑
s′∈S

δ(s, a, s′))[r(s, a, s′) + Vn−1(s′)] (5.4)

where D is the finite penalty.

The value of this finite penalty needs to be set considering the fact that the cost of a

path that leads to a dead-end should not be less than the cost of a path that does not.

A loose upper bound on the cost of satisfying one task could be the number of states

in the joint MDP, |SJ | = |Sl1 × · · · × Sln × S
g
1 × ...× S

g
k |, where i ∈ {1, . . . , n}. Since each

task has its own DFA, and the cost of each action is 1, an upper bound for all tasks would

be the number of states in the joint product MDPM′
J .
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Figure 5.10: Modified fragment of our toy example MDP with the door removed as
in Figure 5.8. Assume the robot is in state v4 and has to get to state v1. However, the
reward is replaced by a cost function, which changes the heuristic as well. Furthermore,
there a finite penalty of 3 is used to cap the value function at 3.

Example 11 (Unavoidable Dead-ends with a Finite Penalty). We now revisit Example 10,

modifying it to add a finite penalty D = 3 as shown in Figure 5.10. Let the first trial

be v4
m45→ v5

m51→ v1. The backup would update the state-values as follows: V (v4) =

1.2, V (v5) = 0.2× 1 = 0.2, V (v1) = 0. In the next trial we will see v4
m45→ v5

m57→ v7
m75
v 5

m51→

sfail mf→ sfail mf→ sfail mf→ sfail . This is similar to the loop in Example 10 except that mf is

only executed thrice due to the finite penalty. Once the value estimate of sfail is 3, sfail will

be marked as solved since its residual will be 0. This will terminate the trial and update

value estimates to V (v4) = 1 + V (v5) = 1.6, V (v7) = 1, V (v5) = 0.2× 3 = 0.6, V (v1) = 0.

While Q(v5,m57) = 1, Q(v5,m51) = 0.6 due to the finite penalty. From this we can see

that the state-action pair (v5,m51) is already more attractive than m57. If the probability

of reaching the goal with (v5,m51) was 0.1, then we would see the trial get stuck in the

loop v5, . . . , v7 . . . till the value of (v5,m57) crossed 0.9 × 3 = 2.7. After that (v5,m51)

would again become more attractive and we would have the correct policy.

5.3.2.2 Partial Satisfaction

So far we have been looking at an example with only one task. If the mission consisted of

more than one tasks, where it was impossible to complete one of the tasks, we would run

into a similar problem.
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Figure 5.11: Modified fragment of our toy example MDP with the door removed. Assume
the robot is in state v4 and has the mission F v1, F v6, G¬v7. The DFA portion is omitted
for compactness.

Example 12 (Partially Satisfiable Missions). Figure 5.11 extends the scenario in Figure 5.8

by adding more tasks to the mission. In particular, the robot now has to visit states v1

and v6 while avoiding v7. The robot can only satisfy task F v6 through v7. The safety task

v7 is a hard constraint that can not be violated. Therefore, the robot can only achieve

part of the mission, i.e. F v1. Consequently, we run into a similar problem, as the one in

Example 10. The accepting state here is one where both v1 and v6 have been visited. As

mentioned above, this is impossible in our example.Let v7 be an absorbing state whose

value is fixed as the finite penalty D ,i.e. V (v7) = D. As a result, all states v4, v5, v1, s
fail

will eventually have the value D as well, since there is no other absorbing state. Therefore,

the search will not be able to generate a feasible policy.

5.3.2.3 Proposed Solution

One way to solve the problem in Example 12 is by introducing a penalty D′ which is

relative to the number of tasks completed in a state:

D′(s) = D
m−m′(s)

m
(5.5)
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where m is the total number of tasks, m′(s) is the number of completed tasks in

state s and D is the maximum penalty. m′(s) can be determined using the DFA

state variables in the product MDP state. Recall that the product MDP is a tuple

M⊗Aϕ = 〈S⊗, s⊗, A, δ⊗, AP, L⊗〉 where Aϕ is the DFA corresponding to the LTL specifi-

cation ϕ (see Definition 11). Each state of the product MDP consists of the MDP state and

the corresponding DFA state i.e. s⊗ = (s, q) ∈ S⊗. For the mission Φ = 〈F v1, F v6, G¬v7〉,

the joint product MDP isM⊗Aϕ0⊗Aϕ1⊗Aϕ¬safe , where ϕ0 = F v1, ϕ1 = F v6, ϕsafe = G¬v7.

Therefore a state in the product MDP has the form s⊗ = (s, qϕ0 , qϕ1 , qϕ¬safe). The number

of tasks completed in a state s⊗ is equal to the number of DFA states in s⊗ which belong

to the set of accepting states QFϕ of the corresponding DFA excluding the one for ϕ¬safe.

The cost function D′ penalises states where fewer tasks are achieved more. As a result

it is analogous to the task reward function. The task reward structure counts the number

of tasks completed as a result of executing action a in state s and ending up in state s′.

Similarly, the cost function D′ reduces the penalty for an absorbing state according to the

number of tasks completed in that state. Note that the cost function D′ is not a dual of

the task reward function. Nonetheless this cost function can be used to generate a feasible

policy for our problem.

From Example 12 it is clear that detecting states from which no further tasks can be

completed is not trivial. If these states are not detected then it is not possible to generate

a feasible policy that maximises the expected number of tasks. Therefore a mechanism for

detecting such states in required. In the next section we look at such a mechanism for a

multi-robot planning problem.
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Figure 5.12: The previous sections (grayed out) essential background (THTS and LRTDP)
and discussed solutions to the challenges of applying LRTDP to the problem formulated
in Section 4.2 namely, zero-reward cycles and dead-ends. The upcomping sections show
the use of single-robot policies to guide the search through initial action selection i.e. a
rollout policy. They also show how to use detect dead-ends using these solutions. Finally
the solution to task allocation and planning problem is proposed by introducing a novel
cost function relative to the number of tasks achieved by the team. The chapter ends with
a discussion of the results of applying LRTDP to tests first described in Section 4.3

5.3.3 Using Single-robot Policies

So far we have been looking at single robot examples. We have shown how the challenges

associated with using LRTDP for the problem of partial task satisfaction can be solved.

Solving a single robot’s MDP is much cheaper than solving a multi-robot MDP. This

means we can generate solutions to single robot MDPs quickly. These solutions can be

used to provide a heuristic for task reward and cost, to detect dead-ends and to generate

a rollout policy. We generate single robot policies under the assumption that there is no

task allocation and each robot must maximise expected task reward for the entire mission

on its own.

As shown in Section 4.2, these policies can be obtained via nested value iteration

(Algorithm 2) over the product of the robot’s MDP with the mission DFA, using task

reward maximisation as the main objective and cost minimisation as the tie-breaking
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objective.

Recall the definition of the robot MDP from Definition 15. Given a robot MDP

Mi = 〈Si, si, Ai, δi, AP, Li〉 for the ith robot in the team with the mission specification

Φ = 〈ϕ1, . . . , ϕm, ϕsafe〉, the local product MDP isMΦ
i =Mi⊗Aϕ1 ⊗ · · · ⊗Aϕm ⊗Aϕ¬safe .

Let tasks be a reward function that counts the number of completed tasks after action a

has been executed in state s and the robot has reached state s′. Let cost be a cost function

c(s, a, s′) = 1 for all state-action-state tuples. The policy for robot i can be generated as

πΦ
i = NestedValueIteration(Mi, [tasks, cost]) (5.6)

5.3.3.1 Initial Actions from Single-robot Policies

LetMJ be the joint multi-robot MDP (Definition 17) andMΦ
J (see Section 4.2) be the

joint product of the multi-robot MDP and all DFAs of the mission Φ. The projection

function (Definition 16) maps states of the joint MDP to those of the individual robot

MDPs. The number of robots in the team is n.

With slight abuse of notation, we say that the same projection function can be used to

map states of the joint product MDP to those of the joint local product MDP. The rollout

policy maps states in the joint product model to actions using the policy πΦ
i i.e.

πr(sΦ
J ) =

(
πΦ
i ([sΦ

J ]1), . . . , πΦ
i ([sΦ

J ]n)
)

(5.7)

This policy can then be used to explore states in the joint product MDP. As mentioned

earlier, a rollout policy is commonly used in Monte-Carlo Tree Search to guide exploration

of new states. In a similar vein, we use this rollout policy to generate actions for states

being visited for the first time. This ensures that our search is guided towards promising

states. Note that this rollout policy can not be used to generate an admissible heuristic

function for the cost. This is because it considers single agent solutions and can therefore

overestimate the cost of completing the entire mission.
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Instead of using the rollout policy for the heuristic function, we use it to guide the

search through action selection i.e. select actions for states that have not been visited

before. Once a state has been visited, we then use an ε-greedy action selection strategy to

choose actions.

5.3.3.2 Detecting Dead-ends

The single-robot policies are also useful for detecting dead-end states where the expected

accumulated task reward is 0. To this end we save the values generated when solving the

single-robot problems in Equation (5.6). We then use these to determine if a certain state

is a dead-end. The intuition behind this is that if none of the robots are able to gather

more task reward in a certain joint state individually, then it is not possible for the team

to gather further reward in that state either. Let V πΦ
i be the value function obtained from

solving single-robot problems using NVI. A state sΦ
J ∈ SΦ

J is marked as a dead-end if

n∑
i=1

V πΦ
i ([sΦ

J ]i) = 0 (5.8)

Therefore, this joint state can be marked as a dead-end and assigned the penalty D′. In

fact each dead-end state is converted to an absorbing state by disabling any actions in

that state.
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Figure 5.13: The previous sections (grayed out) presented essential background (THTS
and LRTDP) and discussed solutions to the challenges of applying LRTDP for task reward
maximisation. They also showed how to use single-robot policies to guide the search and
detect dead-ends. The upcoming section combines these, presenting an updated MDP
formulation to solve the problem in Section 4.2. The chapter ends with a discussion of the
results of applying LRTDP to tests first described in Section 4.3

5.3.4 Solving for Maximum Expected Task Reward

In order to avoid zero-reward cycles, and partially satisfy a mission, we use a relative

cost structure D′ (Equation (5.5)) for all absorbing states, including dead-ends. Using this

information, we modify the problem in Section 4.2 for LRTDP as follows. Given a set of n

robots and a mission specification 〈ϕ1, . . . , ϕm, ϕsafe〉, our aim is to derive a joint policy

for the robots which minimises cost without violating the safety constraint ϕsafe. Though

this formulation incorporates task allocation, it does not solve for maximum task reward.

We are using the cost structure D′ as a proxy for the task reward. In order to calculate

the expected accumulated task reward, we can perform VI on the resulting joint policy.

Given the set of local MDPs (Definition 15) we can create the joint MDPMJ using

Definition 17. This is combined with the mission specification 〈ϕ1, . . . , ϕm, ϕsafe〉 using the

product construction described in Section 2.3 to give usMΦ
J . We can now useMΦ

J in a
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Stochastic Shortest Path (SSP) problem.

Definition 29. The Multi-robot Task Allocation and Planning Stochastic Shortest Path

(SSP) problem is a tuple SSP (MΦ
J ) = 〈MΦ

J , C
Φ
J , T

Φ
J , D

Φ
J 〉 where:

• MΦ
J is the multi-robot joint product MDP,

• TΦ
J is the set of absorbing states including accepting states and those detected as

dead-ends using single agent solutions,

• CΦ
J : SΦ

J \ TΦ
J × AΦ

J × SΦ
J → R≥0 is a cost structure that assigns cost to state-action-

state tuples excluding actions in terminal states,

• DΦ
J : TΦ

J → R≥0 is the one-time terminal cost of reaching an absorbing state.

The one-time terminal cost is calculated as follows:

DΦ
J (sΦ

J ) =


D if sΦ

J ∈ acc¬safe

Dm−m′
m

otherwise
(5.9)

where D = |MΦ
J | is a fixed penalty and equal to the number of states in the joint product

model, m is the total number of tasks in the mission and m′ is the number of tasks that

have not been completed. m′ is a reformulation of the tasks reward structure in Section 4.2.

Lastly, Equation (5.4) is modified to use DΦ
J as the cap:

Vn(sΦ
J )← min(DΦ

J (sΦ
J ), arg min

a∈AΦ
J

∑
s′∈SΦ

J

δ(sΦ
J , a, s

′)[c(sΦ
J , a, s

′) + Vn−1(s′)]) (5.10)

where cost replaces the reward and the maximisation is replaced by a minimisation.

In words, DΦ
J (sΦ

J ) is D for all states that violate the safety specification regardless

of the number of tasks. In all other states DΦ
J (sΦ

J ) the cost is relative to the number

of completed tasks. These states include accepting states of MΦ
J (where m′ = m and
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therefore DΦ
J (sΦ

J ) = 0), dead-end states detected using single-robot solutions and states

where all robots are in the designated failure state.

Minimising cost instead of maximising task reward incorporates the cost of actions in

the objective. This encourages robots to distribute tasks evenly so as to minimise the sum

of all robot action costs. If the objective was to simply maximise task reward, each robot

might choose to do as many of the tasks as possible until it failed. Once it failed, the next

robot could continue to do the remaining tasks, passing execution to subsequent robots

when it failed. This is because the objective of maximising task reward does not take into

account the cost of robot actions. However, the cost structures CΦ
J and DΦ

J can be used

together to encourage task reward maximisation and team cost minimisation.

We can use LRTDP to generate a solution for SSP (MΦ
J ) such that we minimise total

cost including CΦ
J and DΦ

J i.e. Emin
πΦ
J

(cumulacc¬safe
CΦ
J ∪D

Φ
J

). This generates a feasible policy for the

problem defined in Section 4.2 i.e. a multi-robot task allocation and planning problem that

maximises task reward. However, it does not generate an optimal policy. In fact the use of

a cost structure instead of the tasks reward structure means that an extra model checking

step is required in order to provide an exact expectation on the number of completed tasks

following this joint policy.
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Algorithm 6 THTS with Model Checking
1: function THTS(SSP MDP SSP (MΦ

J ), timeout T )
2: . Initial action selection using Equation (5.7)
3: . Subsequent action selection using greedy action selection
4: . Dead-ends detected using Equation (5.8)
5: . Terminal states penalised using Equation (5.9)
6: . Backups using Equation (5.10)

7: n0 ← getRootNode(SSP (MΦ
J ))

8: while n0.notSolved() & time()< T do
9: visitDecisionNode(n0)

10: end while

. Extracting Policies using Depth First Search (DFS)

11: πg ← DFS(n0, asgreedy) . greedy action selection
12: πmv ← DFS(n0, asmv) . most visited action selection

. Calculate expected number of completed tasks under each policy
13: V πg(sΦ

J ) = E
πg
MΦ

J
(cumulacc¬safe

tasks )
14: V πmv(sΦ

J ) = Eπmv
MΦ

J
(cumulacc¬safe

tasks )
15: end function

Algorithm 6 shows the outermost function of the THTS modified to include this model

checking step. Note that extracting the policy from the LRTDP search graph can be done

using various action selection strategies. Traditionally the action selection strategy for

extracting the policy is the same as the one used in the search. However, for scenarios

where the search algorithm has not converged, other action selection strategies can be

used.

Borrowing from Monte-Carlo Tree Search action selection strategies [Bro+12], we

use the most visited action selection strategy. It has been shown empirically that when

the search has not converged choosing the most visited action is usually better [Bro+12;

Hua11]. We also use the greedy action selection strategy to extract the policy. It selects

actions greedily based on their Q-values. This is the action selection strategy used during

the search as well. The algorithm used to extract these policies is a simple depth first

search starting at the root node, using the chosen action selection strategy to generate
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children.

Once the polices have been extracted policy evaluation (see Definition 5) is used to

compute the expected number of completed tasks for each policy.

Remark 13 (Dealing with unexplored states). In scenarios where the search has not

converged, not all states in the extracted policy have been visited or explored. Our aim is

to provide a quantitative value for the expected number of tasks that can be completed by

this policy. However, for unexplored states, it is not possible to provide such a guarantee

because the algorithm itself has not been able to generate a policy for these states. Since

LRTDP is an anytime algorithm, it is possible to replan from these unexplored states.

However, since we plan offline within a given time limit i.e. we generate the policy before

execution, this is not a viable option. Therefore, when such a state is seen during policy

evaluation, it is treated as an absorbing state. This makes the guarantee conservative.
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MDPs

M1 Mn

Mission

Φ = ϕ1 ϕm ϕsafe

Aϕ1 Aϕm Aϕsafe

. . . . . .

. . .

SSP (MΦ
J )

LRTDP Algorithm 4
Initial action selection: Equation (5.7)

Subsequent action selection: Greedy

Dead-ends detected: Equation (5.8)

Terminal states penalised: Equation (5.9)

Backups: Equation (5.10)

Policy Evaluation

Expected Task Completion

Verification Step

Algorithm 6
Joint Policy πΦ

J

Figure 5.14: An overview of LRTDP. Robot models and LTL automata are combined to
create a joint product model. This is converted to an SSP (see Definition 29). The SSP is
fed to Algorithm 6. Two different action selection methods are used. Equation (5.7) is
used to select actions for the first time. Greedy action selection is used at all other times.
The backup function used ( Equation (5.10)) includes the relative penalty for terminal
states ( Equation (5.9)). The timeout is set to 2 hours. Once the joint policy is generated
using depth first search (see Algorithm 6), a verification step takes place which gives us
an exact guarantee on the team plan.
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5.4 Results

We evaluated LRTDP for our SSP MDP on a grid-like warehouse environment which is

described in Section 4.3.3, Figure 4.5c. We ran the algorithm 10 times with the number of

robots set to 4, the number of tasks set to 4 and all actions in 90 percent of the locations

led to the designated failure state for each robot. In fact the experimental setup1 is the

same as that described in Section 4.3, i.e. the PRISM Model Checker was extended to

include Algorithm 6 and the test environments were the same as in Section 4.3.3. For

LRTDP we set a timeout of 2 hours. As a result we do not show any results on the time

taken to compute a policy since LRTDP did not converge within 2 hours for any of our

experiments. We refer to this time as the computation time (for the policy) in future

chapters.

1 2 3 4 5 6 7 8 9 10
Test Run No

0.0

0.1

0.2

0.3

0.4

0.5

Ta
sk

 C
om

pl
et

io
n

Greedy Action
Most Visited Action

(a) Expected task reward

1 2 3 4 5 6 7 8 9 10
Test Run No

0

5

10

15

20

25

C
os

t

Greedy Action
Most Visited Action

(b) Expected cost

Figure 5.15: Expected task reward and cost for policies generated using LRTDP with a 2
hour timeout for 10 randomised scenarios with 4 tasks and 4 robots and 90% failstates.
The policy was extracted using two different action selection strategies: greedy action
selection and most visited action selection. The expected cumulative task reward and cost
guarantee of both policies is shown.

Figure 5.15 shows the expected cumulative task completion and cost values output

by evaluating the policy from LRTDP with a 2-hour limit. This warehouse environment

had 123 locations. With 4 robots, 4 tasks, 1 safety task the number of states in the joint

product MDP was 1234 × 25 ≈ 7× 109 since the DFA for each task had 2 states. Since

1The implementation can be found here:https://github.com/fatmaf/prism/tree/arm64

124



the grid is fully connected there are many potential solutions to the problem which is why

the search does not terminate even after 2 hours. For this reason, the policy extracted

using the most visited action selection strategy is able to provide a better performance

guarantee (Figure 5.15). This is in line with the empirical evidence in [Hua11] which sees

the most visited action selection strategy outperform the greedy action selection strategy

when search has not converged.

Figure 5.15b shows the expected accumulated cost corresponding to each run from

figure Figure 5.15a and is presented for completeness. Notice that the difference between

the expected task reward for the greedy action selection and the most visited action

selection does not mean that the difference between the expected cost for these will follow

a similar trend. For example for the second run, the expected task rewards are close to

each other but the expected cost is further apart. For the fourth run, the expected task

rewards are much further but the expected costs are much closer. This can be explained

by the randomisation of tests. Since all tests are randomised, no two tests have exactly the

same initial locations for robots, tasks or locations that lead to the failure state. Therefore,

different scenarios have different costs and expected task reward.
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Figure 5.16: Expected task reward at various intervals for a selection of the tests in Fig-
ure 5.15. Since task reward is not the objective optimised in LRTDP, it does not improve
monotonically. The change line shows the trend of the task completion reward.
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Figure 5.17: Expected cost at various intervals for a selection of the tests in Figure 5.15.
The cost is dependent on the task reward. The change line shows the trend of the cost.
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This is explained further by Figure 5.16 which shows the expected task reward at

various intervals. The policy is extracted using greedy action selection and evaluated using

policy evaluation. As mentioned earlier there is no direct correlation between the cost

function in Definition 29 and that of the task reward. However, there is a correlation

between the trends for expected task reward and the expected cost for a particular run.

Figure 5.17 shows the expected cost at various time intervals. The trends in cost match

those in the task reward. As the task reward increases, so does the cost. This can be

explained by the fact that as the team completes more tasks, it visits more locations which

increases the cost.

Furthermore the use of cost function instead of a task reward in the SSP MDP,

SSP (MΦ
J ) means that LRTDP does not strictly improve the expected task reward. This

behaviour is expected as the objectives for policy evaluation differ from the objectives

of the SSP MDP. After extracting the policy at a certain time interval, we evaluate the

policy for expected task reward and expected cost. The cost structure used during policy

evaluation does not penalise absorbing states because the primary objective is that of

maximising task reward which assigns a reward of 0 to non-goal absorbing states. In fact,

our policy evaluation method matches NVI Algorithm 2.

Summary

• In this chapter, we extended Labelled Real Time Dynamic Programming (LRTDP),

a sampling-based heuristic search algorithm to the problem of maximising expected

number of tasks for a multi-robot team under uncertainty.

• We used single-robot solutions to create a rollout policy which we used for selecting

actions in new states. Such an approach has not been applied to LRTDP to the best

of our knowledge.

• We showed that it is possible to simultaneously allocate tasks and generate plans

using such an approach, bypassing cycle detection due to zero-reward cycles which
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may have a large overhead. In order to apply LRTDP, we modified our MMDP

formulation from one of maximising expected task reward to one of minimising cost,

using a novel cost function that penalises states based on the LTL automata.

• Our approach extracts a guarantee on the expected number of completed tasks as a

quantitative property of the joint policy.

• As expected, our results demonstrated that when the search has not converged

choosing the most visited action to extract the policy outperforms choosing the

greedy action to extract the policy.

• Indirectly our results also indicated that for large fully connected environments,

with our formulation of the MMDP for LRTDP, it is not possible to expect anytime

behaviour, which is one of LRTDP’s strengths.

In the next chapter we use a separated task allocation and planning approach to solve the

same problem and evaluate its performance with LRTDP.
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Chapter 6

Auction-Based Task Allocation and

Planning

As we saw in Chapter 5 even when using sampling-based approaches simultaneous task

allocation and planning is computationally expensive. Breaking down the problem reduces

the complexity and allows for a more tractable solution. Task allocation itself takes up an

increasing amount of resources as the number of robots and tasks grows. The number of

ways of allocating m tasks to n robots is a Stirling number of the second kind, exponential

in the number of robots and tasks [Zlo06]:

S(m,n) = 1
n!

n∑
j=0

(−1)(n−j)

m
n

 jm

In this chapter, we decouple task allocation from task planning and consider the use of

auction-based methods for tasks allocation. Once tasks have been allocated, each robot

must plan for itself. This takes up more resources. Furthermore, task allocation in such

scenarios should be such that the robots are able to optimise for their given objectives

during planning. In fact many auctioning-based task allocation approaches use planning to

inform the auction itself e.g. [HK13]. Others use an approximate plan to inform the auction

e.g. [Lag+04; KM06; Car+20]. Therefore, task allocation and planning are intrinsically
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linked.

This chapter begins by discussing some task allocation techniques which are generally

used in conjunction with planning. It then describes sequential single-item auctioning. This

auctioning mechanism is then applied to the problem of allocating tasks to a multi-robot

team with a LTL mission specification which we formalised in Section 4.2. Finally we

show results of this decoupled approach using sequential single-item auctioning for task

allocation and value iteration (NVI) for planning. This approach is compared to LRTDP

from Chapter 5.

6.1 Auction-Based Task Allocation

The problem in Section 4.2 can be categorised as a single-task robot, single-robot task,

time-extended assignment problem using the taxonomy in [GM04]. The authors in

[GM04] state that the problems in this category are strongly NP-hard. This means

that the exponential space of combinations of task allocations renders an enumerative

solution intractable. Therefore, optimal solution approaches such as those that use

linear programming e.g. [Kuh55] are not feasible for such problems. On the other hand,

auctioning-based approaches to task allocation have shown near optimal performance

with far fewer resources [Koe+06]. Note that such approaches are also referred to as

market-based since each robot can be seen as purchasing a task considering its resources.

Though auction-based task allocation requires a centralised auctioneer, i.e. a system

that decides which bid to accept, it can be used to provide a semi-decentralised approach

to task allocation in a multi-robot system. Each robot can bid on a task, calculating the

bid separately from other robots and speeding up the task allocation process.

[Sch+15] compares four different mechanisms for task allocation of which three are

auction-based: Round-robin, Ordered single-item auction, sequential single-item auction

and Parallel single-item auction. Round-robin allocation, allocates tasks to robots in a

round robin fashion. Ordered single-item auctioning offers the same task to all robots and
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chooses the one with the best bid for that task. This process is repeated until all tasks

have been allocated. sequential single-item auctioning allows all robots to bid on any of

the tasks in the task set. In each round one task is allocated to a single robot, based on the

best bid. Like sequential single-item auctions, Parallel single-item auctions, allow all robots

to bid on any of the tasks in the task set. However, all tasks are allocated in one single

round, with each task going to the robot that placed the best bid for it. [Sch+15] shows

that plans obtained after task allocation using sequential single-item auctions generally

have lower costs than those using other mechanisms. However, in scenarios where robots

are spread out such that task allocation is not complex, sequential single-item auctions

take up more computation resources than other mechanisms. This is because sequential

single-item auctions, auction one task at a time and in these scenarios are similar to a

round-robin scheme.

[Koe+06] analyses sequential single-item auctions for task allocation problems with

the objective of minimising the team’s cost. The team’s cost is considered to be the sum

of individual robot costs. It shows that when optimising for the sum of costs, sequential

single-item auctioning is at most two times the optimal cost. For small models, the optimal

cost can be obtained by using a simultaneous task allocation and planning algorithm

similar to LRTDP in Chapter 5. [Koe+06] also shows that the total number of bids made

using sequential single-item auctions is bounded by |m||n|, where m is the number of tasks

and n is the number of robots. While other auction methods are able to generate solutions

that are closer to the optimal, the number of bids and runtime of these algorithms is higher

than sequential single-item auctions [Koe+06]. Therefore, sequential single-item auctions

are able to scale with the number of robots and tasks, avoiding an exponential increase in

the state-action space. This makes them a viable choice for a decoupled auctioning and

planning approach. Furthermore, as shown in [Sch+15], sequential single-item auctions

perform well in most situations which also makes them suitable for our diverse set of test

environments (see Section 4.3.3). As formalised in Section 4.2, our aim is to maximise

the task reward, providing an exact quantitative value on the expected task completion
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of a multi-robot plan. To this end, we choose sequential single-item auctions since these

are able to generate close to optimal task allocations, are suitable for many scenarios

and are easy to implement compared to other auctioning techniques. The next section

describes a sequential single-item auction [Koe+06] applied to the problem of task reward

maximisation in more detail. It also shows how plans can be generated once tasks have

been auctioned.

6.2 Sequential single-item Auctioning and Planning

In summary, a sequential single-item auction (Algorithm 7) begins with all tasks waiting

to be allocated to robots (Line 2). Each robot bids on an unallocated task (Line 10).

Each robot’s bid is the maximal improvement it can offer to the team’s objective if it

were to perform that particular task in addition to the tasks it was previously allocated.

The robot with the overall best bid is allocated the corresponding task (Line 13). This

concludes one round of the auction. The process is repeated in subsequent rounds until all

tasks are allocated. Therefore, sequential single-item auctions ensure that a robot is not

idle if it is able to improve the team’s performance.

In Section 4.2 we formalised the problem of multi-robot task allocation and planning

with the objective of maximising the expected number of tasks completed by the team.

In the following text, we introduce notation relevant to the application of a sequential

single-item auction to the aforementioned problem for the purpose of task allocation and

planning.

6.2.1 Single-robot Policies

Let Set(Φ) = {ϕ1, . . . , ϕm, ϕsafe} be a function that takes the mission tuple and outputs

the set of tasks in the mission.The set of tasks to allocate T = Set(Φ) \ {ϕsafe}. We

exclude the safety task because all robots must not violate this task. As a result it is

automatically assigned to each robot. With slight abuse of notation, we denote the set of
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Algorithm 7 Sequential single-item Auctioning and Planning
1: function SSIPlan(Set(Φ) = {ϕ1, . . . , ϕm ϕsafe},M0, . . . ,Mn)
2: T ← {ϕ1, . . . , ϕm}
3: . set of unallocated tasks T = Set(Φ) \ ϕsafe
4: for i ∈ N do
5: Φi = {ϕsafe}
6: . assign safe to each robot
7: end for
8: while T 6= ∅ do
9: for i ∈ N do
10: bid(i) = maxϕ∈T bestbid(i, ϕ)
11: . find the best bid for a robot using Equations (6.5) and (6.6)
12: end for
13: winningbid = maxi∈N bestbid(i)
14: . find the winning bid
15: r ← arg max

i∈N
bestbid(i)

16: . find the robot with the winning bid
17: ϕ← task with winning bid
18: Φr ← Φr ∪ ϕ
19: . add that corresponding task to that robot’s task set
20: T ← T \ ϕ
21: . update the set of tasks to exclude the new task
22: end while
23: for i ∈ N do
24: πΦi ← NestedValueIteration(Mi

Φi, [tasks, costs])
25: . for each robot, generate the policy for its task set Algorithm 2
26: end for
27: end function
This algorithm chains task allocation through auctioning with policy generation using Nested Value
Iteration. Here, the sequential single-time auctioning algorithm from [Koe+06] is adapted to the problem
of task reward maximisation using costs as tie-breakers. Then NVI (see Algorithm 2) is used to generate
individual robot plans.
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tasks allocated to a robot i as

Φi ⊆ Set(Φ) = {ϕ | ϕ ∈ T} ∪ {ϕsafe}. (6.1)

Informally, we say that Φi is robot i’s mission specification i.e. Φi contains the set of tasks

that are allocated to robot i. Φi is a subset of the set of tasks in the original mission Φ. We

also ensure that for any robot i, Φi always includes the safety task ϕsafe. This is because

as stated in Section 4.2 the safety task applies to all robots. Recall from Definition 15

that the MDPMi is used to model robot i. GivenMi and Φi, the local product MDP of

robot i is:

Mi
Φi =Mi ⊗Aϕ1 ⊗ · · · ⊗ Aϕk ⊗Aϕ¬safe | {ϕ1, . . . , ϕk, ϕsafe} = Φi (6.2)

Robot i generates its policy for Φi by applying value iteration (NVI, see Algorithm 2) to

its local product MDPMi
Φi as explained in Definition 14 i.e.

πΦi = NestedV alueIteration(Mi
Φi , [tasks, costs]), (6.3)

where tasks is the task reward function which counts the number of tasks completed using

the corresponding LTL automata states and costs is a cost function. Recall that the

objective of NVI is to maximise the expected task reward using cost as a tie breaker.

The expected number of tasks completed by robot i for Φi under the policy πΦi can be

calculated as in Definition 5 using the reward structure tasks. We use EΦi
tasks to denote this

value. Similarly, we use EΦi
cost to denote the expected cost under the same policy. Note

that both EΦi
cost and EΦi

tasks can be obtained by using the policy,πΦi generated by NVI over

the local product MDP,Mi
Φi with the initial state sΦi .
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6.2.2 Robot Bids

The first step in a sequential single-item auction is that of each robot bidding on one of

the tasks in the task set T (Algorithm 7, Line 10). In order to bid for a task ϕ, robot i

uses NVI to generate a policy for its assigned tasks and the new task i.e. Φi ∪ ϕ. It can

then use this policy to calculate the expected task reward and expected cost. Robot i’s

bid for task ϕ is then a column vector:

robotbid(i, ϕ) ∈ R2×1 =

robotbid(i, ϕ)tasks

robotbid(i, ϕ)cost

 =

E
Φi∪ϕ
tasks − EΦi

tasks

EΦi∪ϕ
cost − EΦi

cost

 (6.4)

Each robot chooses a task ϕ ∈ T such that ϕ offers the maximal improvement to

the team’s objective among all unallocated tasks in T . In line with our formulation of

NVI (Equations (4.6) and (4.7), Section 4.4) we choose the task that offers maximum

improvement in the task reward, using cost as a tie breaker.

Let RBi denote the set of bids that robot i can place. Let the set of bids with the

highest task reward generated by robot i from the set of unallocated tasks T , be

RBtasks
i = {robotbid(i, ϕ′) ∈ RBi | ϕ′ = arg max

ϕ∈T
robotbid(i, ϕ)tasks} (6.5)

Then the robot’s best bid is the one from the above mentioned set that has the lowest

cost i.e.

bestbid(i) = robotbid(i, ϕ′) ∈ RBtasks
i | ϕ′ = arg min

ϕ∈T
(robotbid(i, ϕ)cost). (6.6)

To reiterate, each robot i, generates a bid for each task ϕ in the task set. The bid a robot

makes is a column vector consisting of two values, one for the improvement in the team’s task

reward robotbid(i, ϕ)tasks and one for the improvement to the team’s cost robotbid(i, ϕ)cost.

To choose its best bid, each robot i, looks at the values robotbid(i, ϕ) for all the tasks in

the task set. It chooses the task which provides the highest increase in the team’s task
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reward. There may be multiple tasks that provide the same highest increase in task reward,

i.e. the set RBtasks
i has more than one element. In these scenarios the robot uses cost as a

tie-breaker, i.e. from the bids that provide the highest increase in task reward, the robot

chooses the task which gives the lowest increase in cost, arg min
ϕ∈T

(robotbid(i, ϕ)cost). To

simplify all this notation, in Algorithm 7 this is shown as bestbid(i) = maxϕ∈T bid(i, ϕ)

in Line 10.

6.2.3 Winning Bid

The auctioneer, which in our case is Algorithm 7 chooses the winning bid from the set of

bids placed by all robots using the same criterion as in Equations (6.5) and (6.6), adapting

it to the set of bids each robot places. In words, the winning bid is the bid that offers the

most improvement to the team’s task reward. If multiple bids offer the same task reward

improvement, then the improvement to the cost is used as a tie breaker. In Algorithm 7

this is shown as bid = maxi∈Nbestbid(i) in Line 13 where N is set of robot indices. Once

the winning bid is chosen, the corresponding task is added to the winning robot’s task

set, Φi and removed from the set of unallocated tasks T ( Line 20). Once all the tasks are

allocated the auction is complete.

This allows the robots to generate a policy for their task sets using value iteration as

described in Section 6.2.1, Equation (5.6) (Lines 23 to 26).

Remark 14. The policy generation step can be skipped with a little book keeping. As we

saw in Section 6.2.2 each robot uses NVI to generate its bid. Instead of regenerating the

policy in Lines 23 to 26, the policy generated during the robot’s bid calculation can be

used.

Example 13 (Task Allocation using sequential single-item auctions). Consider the scenario

from Figure 4.3 reproduced here. The set of unallocated tasks is T = {F(v5∧F v4), F v3, F v6}.

The safety task G¬v7 is assigned to all robots i.e. Φ1 = {G¬v7}, Φ2 = {G¬v7} and

Φ3 = {G¬v7}. The MDP for this example deviates from the MDP fragment shown

in Figure 4.2 on page 59 for the sake of simplicity.
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Figure 4.3: (repeated from page 62) Example topological map. Robots start in
v0, v1, v2; locations to visit in green and to avoid in red; mission specification Φ =
〈F(v5 ∧ F v4), F v3, F v6, G¬v7〉.

Each action a robot takes leads to the designated failure state with probability 0.2.

The only exceptions to this are the checkdoor action in states v0 and v4 and the actions

that lead to the state v3 if the door is open. The probability of the door being open is 0.8.

The cost of all actions is 1.

Auction Round 1 In the first round of the auction, each robot bids on one of the tasks

in T . Each robot chooses the task to bid on based on the criterion in Equations (6.5)

and (6.6). For example, robot 1 in location v0 can get a maximum expected task reward of

0.8 for F v3, 0.64 for F(v5 ∧ F v4) and 0 for F v6. Robot 1’s best bid is for F v3. Robot 2 in

location v1 can get a maximum expected task reward of 0.64 for F v3, 0.64 for F(v5 ∧ F v4)

and 0 for F v6. The cost for F v3 is 2.952 while the cost for F(v5 ∧ F v4) is 2.44. Therefore,

its best bid is for F(v5 ∧ F v4). Robot 3 can get a maximum expected task reward of 0.8

for F v6 and 0 for the others. The individual robot bids are a column vector with the first

value corresponding to the task reward and the second to the cost:

bestbid(1) =

0.8

1.8

 , bestbid(2) =

0.64

2.44

 , bestbid(3) =

0.8

1



The bids for robots 1 and 3 are tied with regard to the task reward, so the cost is used

as a tie-breaker. Therefore the winning bid is the bid by robot 3. Its task assignment is

updated to Φ3 = {F v6, G¬v7}. This task is removed from the set of unallocated tasks.

The team’s expected task reward is 0.8 with an expected cost of 1.
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Auction Round 2 In the second round all robots bid on the remaining tasks T =

{F(v5 ∧ F v4), F v3}. For this round robot 3 can not bid on either of the tasks in T since

this means violating the specification i.e. visiting v7. Therefore, robot 1’s bid of 0.8 for

F v3 is the winning bid. Its task assignment is updated to Φ1 = {F v3, G¬v7}. The team’s

expected task reward is 1.6 with an expected cost of 2.8.

Auction Round 3 In the third round there is only one remaining task i.e. T =

{F(v5 ∧ F v4)}. The best bids from each robot are:

bestbid(1) =

0.4096− 0.8

3.6− 1.8

 =

−0.3904

1.8

 , bestbid(2) =

0.64

2.44

 , bestbid(3) =

0

0



Note that robot 1’s bid for F(v5∧F v4) is the increase it offers to the team’s overall expected

task reward. To do this we save the expected task reward for robot 1’s previous task

allocation.

Robot 2 has not been allocated any tasks and so its bid for the task is 0.64. Robot 2

is assigned the task with the final expected task reward for the team as 2.24. Note that

when a robot is not able to complete any tasks e.g. robot 3, our implementation disregards

its bid.

As we saw in Example 13, the team’s overall task reward is in fact the sum of the

task rewards of each robot. The team’s cost is the sum of individual robot costs. This

formulation combined with the auctioning procedure discourages robots from being idle if

they are able to perform tasks.
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Algorithm 7

Joint Policy πΦ
J

(using Breadth-first Search)

Policy Evaluation

Expected Task Completion
Verification Step

Robot Policies

πΦ0, . . . , πΦn

Update initial states

according to reallocation state

s ∈ S⊥

Update task set

according to reallocation state

s ∈ S⊥

Figure 6.1: Outline of the overall approach. Tasks ϕi are sent to Algorithm 7 along with
the robot MDPs, Mi for each robot ri. Algorithm 7 allocates tasks in the task set T
to robots using sequential single-item auctioning. Then policies, πΦi for each robot ri
are generated using value iteration ( Algorithm 2). These policies are used to build a
synchronised joint policy πΦ

J . A reallocation state is chosen from πΦ
J , the initial state of the

robot MDPs are updated to represent the chosen reallocation state. The task set is also
updated to remove any tasks that have been completed up until the chosen reallocation
state. These are then sent to Algorithm 7 until no more reallocation states exist or the
procedure is interrupted, at which point the current joint policy πΦ

J is returned, along with
the expected number of completed tasks.
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6.3 Building a Joint Policy

Figure 6.1 provides an overview of the process of using Algorithm 7, described in the

previous section, to iteratively generate a full joint team policy. Once tasks are allocated

and individual robot policies generated as in Algorithm 7, a joint team policy must be

created. This means that individual robot policies must be mapped to a joint team policy.

Furthermore, there may be scenarios where individual robots fail. Since Algorithm 7 does

not allow robots to communicate progress with each other, there needs to be a way to

identify states where a robot fails and reallocate tasks in those states.

The following sections show how a joint policy is built for individual policies and how

task reallocation takes place.

Using NVI we are able to get an action for each state that is reachable from the

initial state. This results in a local policy πΦi : SΦi → AΦi where sΦi = (si, qΦi). The

set of states in the joint product model is SΦ
J = SΦ0 × SΦ1 × . . . SΦn . The joint policy

πΦ
J : SΦ

J → AΦ
J maps states in the joint product model to joint actions. Recall the projection

function Definition 16 that projects a state from a joint MDP to the local MDP of robot i.

Let [.]i
Φi : SΦ

J → SΦi be a projection function that maps states in the joint product MDP

to the local product MDPs for each robot.

The joint action, aΦ
J for the state sΦ

J ∈ SΦ
J is:

aΦ
J = (πΦ1([sΦ

J ]1
Φ1

), πΦ2([sΦ
J ]2

Φ2
), . . . , πΦn([sΦ

J ]n
Φn)) (6.7)

Remark 15 (Actions Modifying Global State Features). Recall from Section 4.2 that in

our formulation we disallow any actions where more than one robot attempts to influence

a global state feature.

Remark 16 (Communicating Global State Features). The joint policy operates on the

multi-robot MDP as in Section 4.1.2. In order to build the joint policy, we assume

that robots are able to communicate the values of global state features. This is inline
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0start

1

2

v5 ∧ ¬v4

v5 ∧ v4

¬v5

v4

¬v4

true

Figure 4.4: (repeated from page 63) The Deterministic Finite Automaton for the task
F(v5 ∧ F v4). The initial state is 0. The robot stays in this state until it visits v5. Then it
transitions to 1. It stays in this state until it visits v4. Then it transitions to 2 which is
the accepting state (denoted by the double border). The direct transition from 0 to 2 is
not possible according to the topological map. This transition is automatically removed
during the product construction.

with the assumptions in Section 4.2. In fact when a certain joint action is generated

using Equation (6.7) this is done implicitly by generating the successors of this joint action

in the joint state.

Example 14 (Joint Policy). Figure 4.4, reproduced here, shows the Deterministic Finite

Automaton (DFA) of the task F(v5 ∧ F v4). The initial state of the DFA is 0 while the final

state is 2. The DFAs of the other tasks are omitted since they only contain two states,

the initial state 0 and the final state 1.

Figure 6.2 shows fragments of the policies for all three robots generated in Example 13.

These are fragments because in our implementation we perform NVI not just from the

initial state but from all states. The reasons for this will become clear in this example.
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v0, c,

0, 0

v0, o,

0, 0
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cd0 0.2
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(a) Robot 1: The state is of the format
(loc0, door, qF v3 , qG¬v7)

v1, ?,

0, 0

v5, ?,

1, 0

v4, ?,

2, 0

sfail , ?,

0, 0

sfail , ?,

1, 0

0.2 m15 0.8

0.2

m54

0.8

(b) Robot 2:The state is of the format
(loc2, door, qF v6 , qG¬v7)

v2, ?,

0, 0

v6, ?,

1, 0

sfail , ?,

0, 0

0.2

m26 0.8

(c) Robot 3: The state is of the format
(loc2, door, qF(v5∧F v4), qG¬v7)

Figure 6.2: Fragments of policies for all three robots.
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Each robot’s state includes its local state and the state of the door (which is a global

state). ? means the state of the door is unknown, o means the door is open and c means it

is closed. It also includes the state corresponding to the DFA of the task it was allocated

and the state of the safety task DFA.

The initial joint state is (v0, v1, v2, ?, 0, 0, 0, 0). According to Equation (6.7) the joint

action is

aΦ
J = (πΦ1([sΦ

J ]1
Φ1

), πΦ2([sΦ
J ]2

Φ2
), πΦ3([sΦ

J ]3
Φ3

))

= (πΦ1(v0, ?, 0, 0), πΦ2(v1, ?, 0, 0), πΦ3(v2, ?, 0, 0))

= (cd0,m26,m15)

The successors of this joint state are shown in Figure 6.3. In fact we can extract the

joint policy using breadth first search or depth first search with joint actions as described

in Equation (6.7). The search backtracks when the policy has no further actions for a

state and it terminates after each encountered state has been visited once.
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0.128

cd0,m15,m26

0.032

0.032

0.008

0.512

0.128

0.128

0.032

m03,m54, ∗
0.8

0.2

Figure 6.3: A fragment of the joint policy
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Note that the action for state (v0, v5, v6, o, 0, 1, 1, 0) contains a ∗ which is an arbitrary

action because robot 2 has completed its task i.e. it has reached an accepting state

(see Definition 24, page 90). However, the other robots have not reached an accepting

state and have possible actions. As a result, we continue the search.

The policy fragments shown in Figure 6.2 do not show what action robots 2 and 3

should choose when the door is open, i.e. the value of the corresponding state variable is

o. This is why our implementation of NVI considers all possible locations as initial states.

The complete policy has an action for robots 2 and 3 when the door is open. Therefore,

we are able to generate a joint action for this state. This action leads to two states. State

(v3, v4, v6, o, 1, 2, 1, 0) is an accepting state because all robots have completed their task

sets. Therefore, the search backtracks from this state as there is nothing else to explore.

State (v3, s
fail , v6, o, 1, 1, 1, 0) is not an accepting state, because robot 2 failed midway

through its task. In this state, none of the robots have any associated actions, therefore

the search also back tracks from this state. However, it makes a note of this state and the

probability of reaching this state from the initial state. We see how to deal with states

like this one in the next section.

6.4 Reallocation through Replanning

Recall from Sections 4.2 and 4.5, that our objective is to generate a full joint policy for the

team, including the reallocation of tasks when a robot fails. In the MDP model described

in Definition 15, when a single robot fails, it can no longer perform any actions. Therefore,

any allocated tasks this robot failed to do, need to be reallocated. With the help of the

joint policy, we can identify these reallocation states as shown in Figure 6.1. Example 14

mentioned the use of breath first search or depth first search to extract the joint policy.

During this extraction, states where more than one robot has failed can be isolated.

Example 15 (Reallocation States). Continuing Example 14, one state where a robot

failed was, (v3, s
fail , v6, o, 1, 1, 1, 0). In this state, none of the robots had any actions but
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an accepting state was not reached. Therefore, this state can be isolated as a reallocation

state.

There may be other states where some robots do have actions e.g. (v0, s
fail , v6, o, 0, 1, 1, 0).

Since the door is open robot 1’s policy maps this state to the action m03 but robot 2 has

failed and therefore, its task is incomplete. As a result, (v0, s
fail , v6, o, 0, 1, 1, 0) is also a

reallocation state.

Definition 30 (Reallocation states). We define a set of reallocation states as

S⊥ = {sΦ
J ∈ SΦ

J | πΦi([sΦ
J ]i

Φi) = ⊥ for any 1 ≤ i ≤ n}

In words the set of reallocation states is all joint states where any robot does not have an

action.

Remark 17. According to Definition 30, reallocation states are not restricted to designated

failure states. In fact, the set of reallocation states includes all joint states where any robot

is in a non-goal absorbing state (see Definition 25, page 90). As a result, tasks assigned to

robots in such states can be reassigned and no robot is left idle if it is able to do more

tasks. This definition also applies to states where the safety specification has been violated

as well as states where all robots have failed. A simple check for such states can be used

to exclude them from this set of states. In fact in such states tasks will not be reallocated

since none of the robots are able to move.

In order to reallocate tasks in a reallocation state, the initial states of all robot models

are updated to reflect the chosen reallocation state. After this a new auction is initiated

i.e. Algorithm 7 is called again. The unallocated tasks in this auction is the set of

incomplete tasks including those that have been previously assigned.

Example 16 (Reallocation). Continuing with Example 14, in state (v0, s
fail , v6, o, 0, 1, 1, 0),

robot 1 has failed, robots 0 and 2 have not. Therefore (v0, s
fail , v6, o, 0, 1, 1, 0) is a realloca-

tion state. The initial states of the robot MDPs are updated as (v0, o) for robot 0, (sfail , o)

for robot 1 and (v6, o) for robot 2. Robot 2 has completed its assigned task therefore the
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set of unassigned tasks does not include this task and is T = {F v3, F(v5 ∧ F v4)}. Note that

robot 1 failed midway through the task, therefore the initial state of DFA corresponding to

this task must be updated to reflect this. Figure 4.4 reproduced in Example 14, Section 6.3

shows the DFA for this task. Its initial state is changed from 0 to 1.

Auction Round 1 In the first round of the auction, each robot bids on one of the tasks

in T = {F v3, F(v5 ∧ F v4)}. Each robot chooses the task to bid on based on the criterion

in Equations (6.5) and (6.6). Note that robot 3 can not bid on any of the tasks in T

because the safety specification G¬v7 would have to be violated for it to achieve any of

these tasks. Robot 2 can not bid on any of these tasks since it is in its designated failures

state sfail . Robot 1’s best bid is for F v3 which it can complete with a task reward of 1

and a cost of 1. Therefore robot 1 is assigned this task. The set of unallocated tasks is

updated to T = {F(v5 ∧ F v4)}.

Auction Round 2 In this round, there is only one task and one robot that is able

to achieve this task. Therefore, robot 1 is assigned this task. Note that the DFA state

corresponding to this task is updated to 1, meaning that robot 0 will only need to visit v4

in order to complete this task.

Policy As noted earlier, robots use NVI to generate the expected reward and cost

for a task. The policy from this can be reused (skipping the policy generation step

in Algorithm 7).

In Example 16 the reallocation state was chosen arbitrarily to illustrate how Algorithm 7

is used to reallocate and replan. However, a more informed choice of reallocation states to

replan for would allow for the generation of a partial joint plan in scenarios when time

is limited. For this purpose we choose to order reallocation states by the probability of

reaching such a state from the initial state in the joint policy,πΦ
J i.e. we order states

sΦ
J ∈ S⊥ in decreasing order of Prπ

Φ
J

MΦ
J ,s

Φ
J
(F sΦ

J ). In practice this is achieved by adding the

reallocation states to a priority queue. The probability of reaching a reallocation state

148



can be calculated during the joint policy building step. As a result of this prioritisation

we can tradeoff a complete joint policy in favour of reduced computation time, excluding

reallocation states that have a reachability probability below a certain threshold.

6.5 Results

In this section we present the results of auctioning and planning followed by a comparison

with LRTDP from Chapter 5. We tested the approach on the warehouse scenario described

in Section 4.3.3, Figure 4.5c and the grid scenario in Figure 4.6a. The experimental setup1

used has already been described in Section 4.3 and was used to test NVI on the joint

multi-robot MDP as well as LRTDP from the previous chapter. The difference here is

that while we put a 2 hour limit on the computation time for LRTDP, we did not do so

here, since as we will see later, the computation time was on average less than 2 hours.

For each test, we randomised the initial positions of robots, goals and locations that

led to the designated failure state with a probability of 0.2. For each test set, we ran 10

tests. In the rest of this text we refer to locations which have transitions to the designated

failure state as failstates.

Figure 6.4 shows the computation time in milliseconds as the number of robots, tasks,

doors, locations and percentage of failstates are varied. As expected, the general trend is

an increase in the computation time as each variable increases. Figure 6.5 shows boxplots

depicting the increase in the number of replanning attempts as the percentage of failstates

increases or the total number of locations (in the topological map) increases. It also shows

the decrease in task completion with the increase in percentage of failstates.

1link to the code for auctioning here:https://github.com/fatmaf/prism-school-pc
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Figure 6.4: This figure shows the trend of the computation time for auctioning and
planning as certain elements are varied. The figures presented are all pointplots where
the vertical bars indicate the standard deviation and the points indicate the means. The
number of robots was set to 4 (unless varied), the number of tasks was set to 5 (unless
varied) and the percentage of failstates was set to 90 percent (unless varied). The number
of doors i.e. global states was 0 except for the tests in Figure 6.4d.
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Figure 6.5: Task completion and number of replanning attempts: Boxplots, where the
crosses indicate the mean values and whiskers show the interquartile range and dots show
outliers. A randomised set of 10 scenarios were used to generate these results. The number
of robots was set to 4 and the number of tasks was set to 5. The number of doors i.e.
global states was 0.
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In Figure 6.4a, the increase in the percentage of failstates means that more transitions

lead to the designated failure state for each robot. This in turn, increases the number

of times robots fail and replan as shown in Figure 6.5a. As robots fail more often, the

expected task completion reduces (Figure 6.5b). In fact, Figure 6.4a shows that as the

percentage of failstates increases, more time is spent in replanning. The replanning time

for up to twenty percent failstates is considerably lower than the time taken to generate

the first solution. This is because a low percentage of failstates means fewer transitions in

the MDP. As expected, smaller MDPs are solved more quickly.

In Figures 6.4b to 6.4e the percentage of failstates is fixed at 90 percent for all tests.

We can see that the time to generate the first solution is always considerably less than

the time to generate subsequent solutions for reallocation states. The close to exponential

increase in the computation time as the number of robots, tasks, doors and locations

increases is due to the increase in the size of the underlying product MDPs. As the

number of robots increase, more MDPs need to be solved and more reallocation states

are discovered. Similarly, as the number of tasks increases, the size of the product MDPs

increases exponentially. The size of the policies increases since the robots must travel to

more states in order to achieve the increasing tasks. This again increases the number of

reallocation states.

Increasing the number of global states, doors in our case, also increases the size of

the underlying MDPs (Figure 6.4d). A door can take on three states and therefore each

location in the map now has three different configurations; one with the door’s state not

known, one with the door open and one with the door closed. The increase in the model

states due to this can not be avoided. Furthermore planning for each robot separately

means that this increase in state applies to all robot models. In fact each robot generates

policies during the auctioning process and this increase in state affects the computation

time too. The evidence for this can seen by comparing the time for the marker for 90%

failstates in Figure 6.4a and the time for the marker for 1 door in Figure 6.4d.

The increase in the number of locations in the underlying MDPs happens more slowly
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than that in Figures 6.4a to 6.4d. The increase in the number of tasks and global states

causes the state space of the MDPs to grow much faster. This is because each task added

results in a DFA with at least 2 states. The resulting product MDP is at least twice

the size. The global states have a similar effect. However, an increase in the number of

locations, increases the size of the product MDP by the number of states in the task DFAs

and any global states. This explains the slower increase in computation time.

6.5.1 Comparison with LRTDP

We also compared the expected task completion from LRTDP (Chapter 5) to that from

auctioning and planning. Since LRTDP has a built in time out, we simply set the time out

to match the time taken to solve the same scenario using either auctioning and planning

or the algorithm presented in the next chapter. We set the time out equal to the bigger

duration of the two. Figure 6.6 shows the results of this set of experiments as the number

of robots, tasks and percentage of failstates is varied. The time-out for LRTDP was

either equal to or greater than the time the auctioning approach took. The experiments

were performed using the warehouse Shelf to Depot environment with 4 robots, 4 tasks

and 90 percent failstates, unless they were varied. Compared to LRTDP, auctioning and

planning is able to achieve a higher task completion. This is because the size of the joint

multi-robot product MDP is much bigger than the smaller MDPs that need to be solved

with auctioning and planning. A large number of states means that more states need to

be visited in order to get complete the mission or a task. Therefore, the algorithm does

not perform as well as auctioning and planning. The differences between LRTDPmv and

LRTDPgreedy were explained in Chapter 5.
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(c) The expected task completion as the number
of robots increased.

Figure 6.6: Boxplots, where the triangles indicate the mean values and whiskers show the
interquartile range and dots show outliers. A randomised set of 10 scenarios were used to
generate these results. The number of robots was set to 4 and the number of tasks was set
to 5. The number of doors i.e. global states was 0. LRTDPgreedy is the policy extracted
by using greedy action selection. LRTDPmv is the policy extracted by selection the most
visited action in each state of the search tree.
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Summary

• In this chapter, we demonstrated a decoupled approach to solving the problem of

maximising expected task reward for a multi-robot team. Tasks were allocated using

sequential single-item auctions. In order to bid on a task, each robot calculated the

expected reward for the task using the policy generated by value iteration. This

policy was then reused, removing the need for an extra planning step.

• We also demonstrated how to build a joint policy and use it to identify states where

reallocation of tasks and therefore replanning must be done.

• We showed that the auctioning and planning approach takes less time to compute a

feasible solution than LRTDP from Chapter 5.

In the next chapter we present a method that does not decouple task allocation from

planning, as done in this chapter, but also does not work on the full joint multi-robot

product MDP as in Chapter 5.

155



Chapter 7

Simultaneous Task Allocation and

Planning

The problem of determining a joint robot policy, as formulated in Section 4.2, can be

tackled in a number of ways. In Chapter 5 we presented a sampling-based approach where

task allocation and planning were performed on the joint multi-robot model. In Chapter 6

we presented an auctioning-based approach where task allocation and planning were

decoupled and a joint multi-robot plan was generated afterwards. In this chapter, we

propose an approach called simultaneous task allocation and planning under uncertainty

(STAPU), which combines the processes of task allocation and task planning in order to

exploit information about individual robot plans into the allocation process. STAPU lies

between the methods in the previous chapters. It allows for simultaneous task allocation

and planning but does not use the full joint multi-robot model.

This chapter begins with a formal description of the various components used in

STAPU. It then describes the task reallocation mechanism. The chapter ends with an

evaluation of STAPU in relation to the sampling-based search i.e. LRTDP (Chapter 5)

and Auctioning and planning (Chapter 6) approaches.
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7.1 Methodology

Inspired by the (non-probabilistic) approach of [SBD18b], we propose a method that initially

plans on a sequential model of the robots, avoiding the construction of the fully synchronised

joint model. This exploits the assumption that tasks have no interdependencies and can

each be completed by a single robot. We consider each robot independently in turn,

allowing it to (simultaneously) choose tasks to undertake and decide how best to complete

them. To achieve this, we build and solve a team MDP, which can be viewed as a sequence

of models for each individual robot. More precisely, each individual model for robot i is a

local product MDP, encoding the dynamics of the robot (from local MDPMi), and the

definitions of the tasks, along with the extent to which they have been completed so far

(using DFAs Aϕ for the formulas ϕ in the mission specification Φ).

The local product MDPs are joined using switch transitions, which represent changes

in the team model from robot i to i+ 1 (the next robot in the sequential model). These

transitions are added in every state of robot i’s model where no task has yet been started,

or one has just been completed, as determined by whether the DFAs for each task are in

their initial or accepting states. When a switch transition occurs, robot i+ 1 begins in

its initial state. The state of the DFAs remains the same, so that information about task

completion is preserved. Considered sequentially, this model allows each robot a choice,

before or after executing any task, as to whether it or the subsequent robots should tackle

the unallocated tasks.

We find a sequential policy, by computing an optimal policy for the team MDP that

maximises the expected number of tasks completed without violating the safety constraint.

We then convert this sequential policy into a joint policy, where the robots execute

concurrently. In situations where an action for this policy cannot be generated (e.g.,

because of robot failure), we perform a replanning process from that joint state. These

steps are described in more detail in the following sections.
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v3
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v6 v2
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do
or

Figure 4.3: (repeated from page 62) Example topological map. Robots start in
v0, v1, v2; locations to visit in green and to avoid in red; mission specification Φ =
〈F(v5 ∧ F v4), F v3, F v6, G¬v7〉.

7.1.1 Team MDP and Sequential Policy

The team MDP MΦ
T is built as the union of MDPs for the n robots, and models their

joint behaviour in a sequential fashion. The MDP for each individual robot i is the local

product MDPMΦ
i =Mi ⊗Aϕ1 ⊗ · · · ⊗ Aϕm ⊗Aϕ¬safe , combining the local modelMi of

robot i’s behaviour with DFAs representing the satisfaction of the formulas in the mission

Φ = 〈ϕ1, . . . , ϕm, ϕsafe〉.

States of the team MDPMΦ
T take the form (i, sΦ

i ) where i denotes the robot currently ex-

ecuting tasks and sΦ
i is a state of the local product MDPMΦ

i . So, sΦ
i = (si, q1, . . . , qm, q¬safe)

comprises a state si ∈ Si from the local MDPMi for robot i and one for each of the DFAs

Aϕ1 , . . . ,Aϕm ,Aϕ¬safe .

Example 17 (Local Product MDP). Consider the scenario from Figure 4.3 reproduced

here. A fragment of the local MDP for one robot is shown in Figure 7.1.

The local product MDP for each robot contains the states of the robot, the state of

the door and the states for the task. A fragment of the local product MDP is shown in

Figure 7.2. If the robot starts in state (v0, o, 0, 0, 0, 0) and chooses action m03, it moves to

state (v3, o, 0, 1, 0, 0, 0) completing the task F v3. The DFA for F v3 has two states 0 which

is the initial state and 1 which is the accepting state. The robot can not go back to a state

where the task is not complete as seen by the actions available in (v3, o, 0, 1, 0, 0, 0), all

of which lead to a state where the corresponding DFA variable matches the value of the

accepting state.

Definition 31 (Team MDP). Given a mission Φ and the local product MDPs MΦ
i =

158
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cd4
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Figure 7.1: Fragment of an example local MDP for robot i corresponding to the map
in Figure 4.3 (see Example 13). Each action leads to the designated failure state with
probability 0.2 with the exception of the check door actions (cd0, cd4) and the actions
m04,m40,m03,m43. The probability of the door being open is 0.8. The cost of all actions
is 1.

v3, o,

0, 1, 0, 0

sfail , o,

0, 0, 0, 0
sfail , o,

0, 1, 0, 0

v0, o,

0, 0, 0, 0
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Figure 7.2: Fragment of the local product MDP for robot i. For simplicity, we show the
a very small part which includes four states from the local MDP in Figure 7.1. Each
state has the following variables (vi, door, qF v6 , qF v3 , qF(v5∧F v4), q¬(G¬v7)) where vi denotes
the robot’s position on the topological map and door denotes the state variable of the
door. The shaded states are the ones where one of the tasks in the mission, F v3 has been
completed.
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〈SΦ
i , s

Φ
i , Ai, δ

Φ
i , AP

Φ, LabΦ
i 〉 for each robot i, the team MDP is defined as the MDPMΦ

T =

〈SΦ
T , s

Φ
T , AT , δ

Φ
T , AP

Φ, LabΦ
T 〉 where:

• SΦ
T = ⋃n

i=1({i}× SΦ
i )

• sΦ
T = (1, sΦ

1 )

• LabΦ
T (i, sΦ

i ) = LabΦ
i (sΦ

i )

• AT = {ζ} ∪ ⋃ni=1Ai, where ζ labels a switch transition;

• δΦ
T is defined as follows. For action ai ∈ Ai of robot i, the team MDP mirrors the

local product MDP:

δΦ
T ((i, sΦ

i ), ai, (i, tΦi )) = δΦ
i (sΦ

i , ai, t
Φ
i ), (7.1)

where sΦ
i , t

Φ
i ∈ SΦ

i are states of the local product MDP for robot i. For switch

transitions:

δΦ
T ((i, sΦ

i ), ζ, (j, tΦj )) = 1 (7.2)

if all of the following conditions hold:

(i) i < n and j = i+ 1;

(ii) local product MDP states sΦ
i =(si, q1, . . . , qm, qsafe) and tΦj =(tj, q1, . . . , qm, qsafe)

have the same DFA state components q1, . . . , qm, qsafe;

(iii) either all DFA states q1, . . . , qm, qsafe are initial states, or at least one of them

is a “new” accepting state (i.e., is an accepting state and has an incoming

transition inMΦ
i from a state where it is not accepting);

(iv) tj is the initial state in robot j’s local MDPMj i.e. tj = sj = (tl, sg1, . . . , sgk)

(from Definition 15) where sl is the local state feature for robot j and sg1, . . . , sgk
are its global state features (see Example 19).

For all other pair of states, δΦ
T ((i, sΦ

i ), ζ, (j, tΦj )) = 0.
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Figure 7.3: A simplified view of the team MDP using the topological map. The dotted
edges represent switch transitions ζ. The automata state variables and global state
variables have been removed. Robot 1 starts in v0, robot 2 starts in v1 and robot 3 starts
in v2. Note that for v5 does not have an outgoing switch transition. This is because the
corresponding task is not completed at v5.

Example 18 (Team MDP). Figure 7.3 shows a simplified view of the team MDP using

the topological map. Since there are three robots there are three copies of the map. Each

copy is only linked to the next copy. This link is through the switch transitions ζ that

originate from states where tasks have been completed. Figure 7.4 shows a more detailed

view of a fragment of the team MDP to explain this. Note that the only state with the

switch transition is the one where F v3 has just been completed. Also note that there are

no switch transitions from the designated failure state or the state where the safety task is

violated.

Remark 18 (Switch Transitions and Failure States). The primary objective of our problem

is maximising the expected task reward. One way to achieve this is to have each robot

attempt to satisfy the mission specification in turn. If the first robot fails, the second

robot continues from then on. If the second robot fails, the next robot continues and so

on. If the first robot does not fail, it completes the entire mission while the other robots

in the team do nothing. This method does not allocate tasks to the team. It also does

not minimise the number of steps in the plan. In fact, it defeats the purpose of a robot

team altogether. If switch transitions originate from the designated failure states (sfail

from Section 4.1.1) then it is possible for robot 1 to attempt as many of the tasks as it
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Figure 7.4: A fragment of the team MDP showing a switch transition. The states on the
left belong to robot 1 whereas the states on the right belong to robot 2. The red state
must be avoided as per the safety task.

can until it fails and then pass execution over to robot 2 and so on. Not adding switch

transitions to these designated failure states ensures that this behaviour does not arise.

Therefore, in our formulation we do not add switch transitions to designated failure states.

The team MDP encodes the execution of the tasks by the team, whilst avoiding the

construction of the joint MDP. Note that, while the number of states in a joint MDP is

exponential in the number of robots, for the team MDP it is linear. This will allow us to

scale to much larger models, as will be highlighted in Section 7.2.

Our first step towards creating a joint policy is to construct a sequential policy πΦ
T by

solving the team MDPMΦ
T . SinceMΦ

T already includes the DFAs for the LTL formulas in

the mission specification Φ, we generate the policy πΦ
T using the same approach formalised

in Section 4.2, i.e., finding an optimal policy that maximises the expected number of tasks

completed without violating the safety condition:

Emax
MΦ

T
(cumulacc¬safe

tasks ) (7.3)

The atomic proposition acc¬safe labels states where the DFA for ¬ϕsafe is in an accepting

states; these are transferred toMΦ
T when copying the labelling from the local product MDPs
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MΦ
i (see Definition 31) The reward structure tasks is defined exactly as in Section 4.2, by

counting the number of tasks that are completed when executing a given transition. In

practice, we solve this using Nested Value Iteration as described in Section 4.4 with a cost

structure as a tie-breaker. In fact, this is the same method used to generate policies in the

auctioning and planning approach from Chapter 6.

M1 Mn ϕ1 ϕm ϕsafe

Aϕ1 Aϕm Aϕsafe

. . . . . .

. . .

MΦ
1 MΦ

n
. . .

Team MDPMΦ
T Team Policy πΦ

T

Current Joint Policy πΦ
J

Policy Evaluation

Expected Task Completion
Verification Step

... ...

Find STAPU solution

Build joint policy

and add to πΦ
J

Get next reallocation state

sΦJ ∈ S
⊥

and set initial state ofMΦ
T accordingly

Figure 7.5: Outline of the overall approach. The mission MDP MΦ
i for each robot ri

is built as the product of the robot MDP and the specification DFAs. Then, we build
the team MDPMΦ

T and solve a STAPU for the initial state of the robots. The obtained
sequential policies are then used to build a synchronised joint policy πΦ

J . A reallocation
state is chosen from πΦ

J , the initial state of the team MDP, along with its switch transitions,
are updated to represent the chosen reallocation state, and a new STAPU is solved. We
keep choosing new reallocation states and solving new STAPUs until no more reallocation
states exist, or the procedure is interrupted, at which point the current joint policy πΦ

J is
returned, along with the expected number of completed tasks.

In this section we have seen how to create and solve a team MDP that is not exponential
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with respect to the number of robots. The upcoming sections show how to generate a

joint robot plan with exact guarantees from the solution of the team MDP. Figure 7.5

summaries the overall approach. From the sequential team MDP solution, we first build a

joint policy which allows us to identify reallocation states. We can then generate policies

from these states in order to incrementally build a full joint policy. Finally, we use value

iteration to generate an exact guarantee on the maximum expected task reward on the

full joint policy, which is a common technique used in model-checking MDPs [BHK19].

7.1.2 Building a Joint Policy

The previous section described how to build and solve the team MDPMΦ
T for maximum

expected task reward. In this section, we show how to create a joint policy from this. We

start with a (memoryless) optimal policy πΦ
T : SΦ

T → AT for the team MDPMΦ
T . This

policy is sequential in nature, i.e., it starts by prescribing actions for robot 1, then a switch

transition occurs and actions are prescribed for robot 2, and so on. However, our goal is

for these policies to be executed concurrently. In this section, we describe how we use

this sequential policy to construct a joint policy πJ . This joint policy can then be used

for execution, and also for providing more accurate performance guarantees over the joint

model. Note that, whilst enumerating all states of the joint model is typically unfeasible,

many times the states visited under a policy is just a small fraction of the full joint model

state space. Thus providing guarantees of joint execution is feasible.

Example 19 (Switch Transitions and Global State Features). Note that in Figure 7.4 the

switch transition originates from (1, v3, o, 0, 1, 0, 0) and terminates in (2, v1, ?, 0, 1, 0, 0) not

(2, v1, o, 0, 1, 0, 0) i.e. the value of the global state feature is not preserved. This design

decision is a consequence of the uncertainty in the model. For example, consider the

scenario in Figure 7.6 which shows part of a hypothetical office space with a reception

area. There is some probability that the reception area is closed meaning that both doors

are closed. Imagine a team of 2 robots. Let robot 1’s initial position be v1 and robot 2’s

initial position be v8. The teams mission is to visit locations v0, v2 and v7. The team
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Figure 7.6: Example: Office with Reception with the mission 〈F v0, F v2, F v7〉.

modelMΦ
T is a sequential model where robot 1 chooses its set of tasks and plans for them

and then hands over execution to robot 2. Robot 1 chooses to check the state of the door

first, visit v2 if the door is open and then visit v0. It then hands over execution to robot 2

sharing the state of the door in the switch transition. If the door is open, robot 2 proceeds

to go to v7. Therefore one path of the joint policy is for robot 1 to check the door and for

robot 2 to visit v7 i.e. the first joint action is cd1,m87. However, at this point the state of

the door is unknown and therefore the action m87 is illegal. To avoid such scenarios we

do not consider the value of global state features for switch transitions. However, with

or without this design decision, the uncertainty in the model coupled with its sequential

structure necessitates the need for a joint policy construction step to make sure that no

illegal actions are taken.

Since we are working with LTL specifications, we will in fact construct a memoryless

joint policy πΦ
J which applies to the product of the joint model MJ and the DFAs for

the LTL formulas in the mission specification Φ. This can easily be converted into a

finite-memory policy πJ forMJ . In constructing the joint policy πΦ
J , we will assume that

robots communicate with each other after executing each action.

We start by defining the projection of a team MDP policy πΦ
T onto a policy over each

local product MDPMΦ
i .

Definition 32 (Policy projection). Let πΦ
T : SΦ

T → AT be a policy for team MDPMΦ
T .

Its projection ontoMΦ
i is the policy [πΦ

T ]i : SΦ
i → Ai, defined by:

[πΦ
T ]i(s) =


πΦ
T (i, s) if πΦ

T (i, s) is defined and πΦ
T (i, s) 6= ζ

⊥ otherwise.
(7.4)

165



1, v0, ?,

0, 0, 0, 0

1, v0, c,

0, 0, 0, 0

1, v0, o,

0, 0, 0, 0

1, v3, o,

0, 1, 0, 0

cd0

0.2

0.8

m03

2, v1, ?,

0, 1, 0, 0

2, sfail , ?,

0, 1, 0, 0

2, sfail , ?,

0, 1, 1, 0

2, v5, ?,

0, 1, 1, 0

2, v4, ?,

0, 1, 2, 0

ζ

m15
0.8

0.
2

m54

0.2

0
.8

3, v2, ?,

0, 1, 2, 0

3, sfail , ?,

0, 1, 2, 0

3, v6, ?,

1, 1, 2, 0

ζ

m26

0.8

0.
2

Figure 7.7: A fragment of the team policy. The thick lines show the most likely path in
this fragment.
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We want to use πΦ
T to select an action a to take in joint product state sΦ

J = (sJ , qΦ)

where sJ = (sl1, . . . , sln, s
g
1, . . . , s

g
k) and qΦ = (q1, . . . , qm, qsafe). A first approach one might

think of to do so is to choose the joint action:

a = ([πΦ
T ]1([sJ ]1, q

Φ), . . . , [πΦ
T ]n([sJ ]n, q

Φ)) (7.5)

However, doing so ignores the sequential nature of πΦ
T , which is synthesised over a model

that assumes robots act in order. This means that, in action a above, robot i does not

consider the tasks that previous robots intend to complete when choosing its action. This

can lead to lack of coordination, with multiple robots attempting to complete the same

task.

To avoid this issue, the policy action for robot i is chosen using an updated version

of qΦ that assumes the previous robots’ execution will be according to the path with

highest probability. To define the update to qΦ, we start by considering the notion of most

probable terminal state reached inMΦ
i under [πΦ

T ]i. Terminal states are those where no

policy action is available, either because a switch transition occurred in the team MDP or

because the robot failed.

Definition 33 (Most probable terminal state). Let term([πΦ
T ]i) = {s ∈MΦ

i | [πΦ
T ]i(s) =

⊥}, and s ∈ SΦ
i . The most probable terminal state for robot i, starting in s and under

policy [πΦ
T ]i is defined as:

s∗ = arg max
s′∈term([πΦ

T ]
i
)
Pr [πΦ

T ]
i

MΦ
i ,s

(F s′), (7.6)

where we slightly abuse LTL notation and write F s′ to denote “eventually reach state s′”.

Example 20 (Most probable terminal state). Figure 7.7 shows a fragment of the team pol-

icy. The most probable terminal state for robot 1 from (1, v0, ?, 0, 0, 0, 0) is (1, v3, o, 0, 1, 0, 0).

The most probable terminal state for robot 2 from (2, v1, ?, 0, 1, 0, 0) is (2, v4, 0, 1, 2, 0).

The most probable terminal state for robot 3 from (3, v2, ?, 0, 1, 2, 0) is (3, v6, ?, 1, 1, 2, 0).
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Using the notion of most probable terminal state, we can define the notion of a

concurrency-aware projection of a joint product MDP state to a local product state for i.

Definition 34 (Concurrency-aware projection). Let sΦ
J = (sJ , qΦ) ∈ SΦ

J with sJ =

(sl1, . . . , sln, s
g
1, . . . , s

g
k) and qΦ = (q1, . . . , qm, qsafe) The concurrency-aware projection of sΦ

J

onto the local product state space SΦ
i of robot i is defined recursively as follows:

[sΦ
J ]‖1 = (sl1, s

g
1, . . . , s

g
k, q1, . . . , qm, qsafe), (7.7)

[sΦ
J ]‖i+1 = (sli+1, s

g
1, . . . , s

g
k, q

i∗
1 , . . . , q

i∗
m, q

i∗
safe), (7.8)

where (qi∗1 , . . . , qi∗m, qi∗safe) are the DFA components of the most probable terminal state for

robot i, starting in [sΦ
J ]‖i and under [πΦ

T ]i.

Example 21 (Concurrency-aware projection). The concurrency-aware projection for the

initial state of the joint policy sΦ
J = (v0, v1, v2, ?, 0, 0, 0, 0) for each robot takes into account

the most probable terminal state from Definition 33.

[sΦ
J ]‖1 = (v0, ?, 0, 0, 0, 0)

[sΦ
J ]‖2 = (v1, ?, 0, 1, 0, 0)

[sΦ
J ]‖3 = (v2, ?, 0, 1, 2, 0)

Broadly speaking, we project the joint MDP states to the corresponding local state, as

in Definition 16, but also update the DFA states taking into account the most probable

task execution of previous robots.

We can now define the joint policy obtained from πΦ
T .

Definition 35 (Joint team policy). The joint team policy πΦ
J : SΦ

J → AJ is such that:

πΦ
J (sΦ

J ) =
(

[πΦ
T ]1

(
[sΦ
J ]‖1
)
, . . . , [πΦ

T ]n
(

[sΦ
J ]‖n
))

. (7.9)
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The joint team policy can be executed by the team of robots in a synchronised fashion.

Note that, to compute πΦ
J at each joint product state, we need to compute the concurrency-

aware projection of that state to each local product. This requires us to compute the most

probable terminal state for each local policy, which can be computationally expensive, as

it requires the computation of reachability probabilities. However, this can be avoided by

maintaining the results of the reachability probability computations for all states reachable

under [πΦ
T ]i, for each robot i. In practice, these reachability probablities can be computed

at the beginning of the joint team policy construction step and revised as needed during

the computation of the most probable terminal state if that state does not exist in the list.

Example 22 (Joint team policy). Continuing Example 21 the joint action in the initial

state sΦ
J = (v0, v1, v2, ?, 0, 0, 0, 0) is:

πΦ
J (v0, v1, v2, ?, 0, 0, 0, 0)

=
(
[πΦ
T ]1 (1, v0, ?, 0, 0, 0, 0) , [πΦ

T ]2 (2, v1, ?, 0, 1, 0, 0) , [πΦ
T ]3 (3, v2, ?, 0, 1, 2, 0)

)
=(cd0,m15,m26)

This state-action pair has 8 successors. We refer the reader to Figure 6.3 (page 145), which

shows all successors of this state-action pair. This set of states includes states where the

door is either open or closed and robots 2 and 3 have either failed or moved to the next

state. One of these is (v0, v5, v6, o, 0, 1, 1, 0) where the door is open and both robots 2 and

3 have succeeded. Note that the door is now open. This means that the states for each

robot are now:

s1
Φ
T = (1, v0, o, 0, 1, 1, 0)

s2
Φ
T = (2, v5, o, 0, 1, 1, 0)

s3
Φ
T = (3, v6, o, 0, 1, 1, 0)
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These states are not shown in Figure 7.7 due to space considerations and for the sake of

simplicity. However, the actions in these states are the same as those of their counterparts

shown in Figure 7.7. The joint action is constructed as follows:

• We begin with the current state of robot 1 (1, v0, o, 0, 1, 1, 0).

• The action for robot 1 according to the team policy is [πΦ
T ]1((1, v0, o, 0, 1, 1, 0)) = m03.

• The most probable terminal state for robot 1 in state s1
Φ
T = (1, v0, o, 0, 1, 1, 0) is

(1, v3, o, 1, 1, 1, 0).

• The concurrency-aware projection of robot 2’s state s2
Φ
T = (2, v5, o, 0, 1, 1, 0) is then

[(2, v5, o, 0, 1, 1, 0)]‖2 = (2, v5, o, 1, 1, 1, 0).

• The action for robot 2 according to the team policy is [πΦ
T ]2((2, v5, o, 0, 1, 1, 0)) = m54.

• The most probable terminal state for robot 2 in state (2, v5, o, 1, 1, 2, 0).

• The concurrency-aware projection of robot 3’s state s3
Φ
T = (3, v6, o, 0, 1, 1, 0) is then

[(3, v6, o, 0, 1, 1, 0)]‖3 = (3, v6, o, 1, 1, 2, 0).

• The action for robot 3 according to the team policy is [πΦ
T ]2((3, v6, o, 1, 1, 2, 0)) = ∗.

Recall from Definition 25 (page 90) that ∗ is a don’t care action when goal states

( Definition 27) have been reached.

• Therefore, the most probable terminal state for robot 3 is its current state (3, v6, o, 1, 1, 2, 0).

• The joint action is then (m03,m54, ∗) where ∗ indicates that robot 3 remains in its

current state.

In this section, we demonstrated the construction of a joint team policy from a sequential

team policy. Recall from Figure 7.5 that this is the second step of the overall approach.

In the following section, we explain the next step i.e. how to identify states where tasks

may need to be reallocated in this joint policy and how to trigger a new planning cycle

from these states (replan).
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7.1.3 Reallocation through Replanning

As described in Definition 31, switch actions are only added to states where a task has

been completed. This allows the team model to consider robots in a sequential fashion,

but also introduces reallocation states where the joint team policy is not defined. In those

cases, our approach is to build another instance of the team MDP, where the initial state

is set to the reallocation state. In this subsection, we formally define the reallocation

states, and propose an approach for replanning from those states that takes into account

how likely they are to occur. By first considering the most probable reallocation states,

our algorithm can be viewed as anytime, as it can incrementally build a more complete

solution, with more accurate performance guarantees, but if interrupted early, it can still

provide a partial solution and under-estimate of the guarantee.

Definition 36 (Reallocation states). We define the set of reallocation states as:

S⊥ = {sΦ
J ∈ SΦ

J | [πΦ
T ]i
(

[sΦ
J ]‖i
)

= ⊥ for all 1 ≤ i ≤ n}. (7.10)

The definition of reallocation states here differs from the definition of reallocation

states in the auctioning and planning approach from Chapter 6. In the auctioning and

planning approach there is no team model which can be used to reallocate tasks if a robot

has no actions. Therefore the reallocation states in Chapter 6 are those where any robot

has no actions. In STAPU however, switch transitions allow exchange of task information

across the team. As a result, reallocation states in STAPU are those where all robots have

no actions.

In order to replan for a reallocation state sΦ
J ∈ S⊥, we simply set the initial states

of each local MDPMi to corresponding projection [sΦ
J ]i, and reconstruct a team MDP

according to Definition 31.

We consider more likely reallocation states first, by ordering the set S⊥ in decreasing

order of reachability probability under πΦ
J , i.e. we order states sΦ

J ∈ S⊥ in decreasing order

of Prπ
Φ
J

MΦ
J ,s

Φ
J
(F sΦ

J ).
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Example 23. Continuing Example 22 the joint action for the state (v0, v5, v6, o, 0, 1, 1, 0)

is (m03,m54, ∗). This action leads to two states. State (v3, v4, v6, o, 1, 2, 1, 0) is an accepting

state because all robots have completed their task sets and does not need to be expanded

further. State (v3, s
fail , v6, o, 1, 1, 1, 0) is not an accepting state, because robot 2 failed

midway through its task. In this state, none of the robots have any associated actions.

This is a reallocation state and it is added to a priority queue. In this queue the probability

of reaching a certain state from the initial state of the joint policy is used to order

states. For example, the probability of reaching state (v3, s
fail , v6, o, 1, 1, 1, 0) from state

sΦ
J = (v0, v1, v2, ?, 0, 0, 0, 0) is 0.1024 while the probability of reaching (v0, s

fail , v6, c, 0, 0, 1, 0)

is 0.032. Therefore, (v0, s
fail , v6, c, 0, 0, 1, 0) is chosen for reallocation and planning first. In

order to reallocate, the the team model’s initial state is updated to sΦ
T = (1, v0, c, 0, 0, 1, 0).

Previously added switch transitions are removed because the initial states of all robots

have changed. The new switch transitions use the updated states of all robots. Once the

team model is updated, NVI is used to generate a team policy.

7.1.4 Generation of guarantees

The final step in our approach is the generation of the maximum expected task reward

when following this policy. This is computed using policy evaluation (see Definition 5) on

the final joint policy, using task reward as objective and cost as a tie-breaker. The process

is the same as that in Chapter 6 and Chapter 4.

Remark 19 (On the correctness of STAPU). Throughout this chapter we have provided

formal definitions of the various elements of the STAPU approach. The team MDP

construction follows [SBD18b]. The solution to the team MDP is generated using VI which

is widely used in model-checking MDPs. The joint policy construction ensures that the

states of the automata evolve as per the transitions described in the automata themselves.

Furthermore, while the sequential team policy is used to get the joint action, this action is

executed on the joint team MDP. This ensures that no illegal actions are executed and

the state transitions of the joint team MDP are preserved. Finally, in order to generate
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a correct guarantee on the maximum expected task reward, we perform VI on the final

joint team policy which preserves DFA and joint team MDP state transitions as explained

above. This ensures that the exact value of the maximum expected task reward is correct

and that a feasible plan is generated as per the mission specification and robot models.

7.2 Results

A comparison of STAPU against the naive approach of building and solving the full joint

MDP is impractical since this has very limited scalability. Instead, for a more competitive

baseline comparison, we use the auctioning and planning approach presented in Chapter 6.

A key benefit of STAPU is its application of probabilistic model checking techniques,

which use LTL formulas for task and safety specifications, and compute probabilistic guar-

antees on safety or efficiency for the policies that are generated. So, for a fair comparison,

we adopt similar techniques for the baseline implementation based on auctioning.

As in Chapter 6 we compare this approach with LRTDP from Chapter 5. For these

comparisons LRTDP has a time out which we set to the maximum of the time taken for

STAPU or auctioning and planning.

The experimental setup1 used has already been described in Section 4.3 and was used

to generate results for tests in Chapters 4 to 6. The set of tests is also the same, specifically

those introduced in Section 4.3.3; namely warehouse scenario described in Section 4.3.3,

without doors Figure 4.5c and with doors Figure 4.5d and the grid scenarios e.g. Figure 4.6a.

7.2.1 Comparison with Auctioning and Planning

We evaluate STAPU, focusing on scalability and the quality of generated policies compared

to auctioning and planning from Chapter 6 and sampling-based search from Chapter 5. As

we saw in Chapter 6, the auctioning and planning approach outperformed the sampling-
1link to the code: https://github.com/fatmaf/prism-school-pc
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based search algorithm, LRTDP. Further, auctioning and planning approaches are widely

used for multi-robot task allocation and planning. Therefore, we use this approach as our

baseline.

All three approaches consider the efficiency of policies by adding a cost based on

distance to each action in the local models and minimising expected cumulative cost as a

secondary objective.

First, Figure 7.8a shows the total time required for policy generation across the full set

of test environments. We use a scatter plot, with STAPU on the x-axis and auctioning

on the y-axis, so points above the dotted indicate better performance (shorter times) for

STAPU. We see that STAPU generally takes less time than auctioning. An exception

is the office environment, where the model is smaller and auctioning is usually faster.

STAPU solves instances of the team MDP, which is larger and slower to solve than the

local robot MDPs solved during auctioning. However, the decoupling of task allocation

and planning in the latter leads to more occurrences of replanning in order to reallocate

tasks after a robot fails (and therefore a larger number of MDPs need to be built and

solved). The number of times that replanning occurs is shown with a similar scatter plot

in Figure 7.8b and shows a correlation with the timing results.

To check that faster performance by STAPU is not at the expense of generating policies

of poorer quality, we also compare the probabilistic guarantees offered by the policies

that STAPU and auctioning generate. Figure 7.9a plots the expected number of tasks for

each approach, as computed from the generated joint policy. We see that these values are

generally very similar for STAPU and auctioning. For completeness, we also present the

expected cost for STAPU and auctioning in Figure 7.9b. Here too, the values are generally

very similar for both approaches.

Next, we consider how the time required by STAPU and auctioning is affected by

various aspects of the test environments. For clarity of presentation we consider a fixed

environment in each case, but we have observed similar patterns on the other benchmarks.

Figure 7.10 shows the results. Since there are multiple random instances for each test
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Figure 7.8: Scatter plots showing performance for STAPU (x-axis) vs. auctioning (y-axis)
across the full set of test environments.
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environment, we use boxplots that show the mean and median values of each set and their

range. The box shows the interquartile range and the ends indicate the outer-quartiles. The

mean is represented by a triangle, outliers by diamonds and the median is the horizontal

bar enclosed in the box.

Figure 7.10a shows times as we vary the percentage of states in which failures can

occur. Larger numbers of failures lead to more replanning and thus higher times. The rate

of increase in time is less steep for STAPU. For a clearer comparison of the difference in

effect on STAPU and auctioning, Figure 7.10b shows relative times: the ratio of times for

auctioning and STAPU (i.e., the speedup factor obtained with STAPU). As the percentage

of failure states increase, we see that STAPU does better, up to 10 times faster in cases.

This is because the sequential team model, allows reallocation of tasks after failures and

reduces the amount of replanning required. STAPU is also able to modify the existing

team MDP for each replan, where as auctioning has to build and solve a new one each

time. However, the team MDP is larger and slower to solve. For lower numbers of failure

states, the additional overhead of solving larger MDPs in STAPU outweighs the gain and

auctioning is faster.

Figure 7.10c shows the effect on time as the number of robots is increased. This

increases the size of the team MDP for STAPU, but also the amount of replanning needed,

so STAPU remains faster in general. Similar trends are seen in Figure 7.10d, which shows

the times as the number of tasks increases, and in Figure 7.10e, where we vary the number

of map locations (and therefore the size of each robot’s local MDP). For the latter, we

fully connected square grids with increasing sizes.

Finally, we evaluate the performance of the two methods as the number of global states

features increases. For this, we use a variation of the warehouse environment where the

status of doors are modelled as global states. The default state of each door is unknown;

and in order to go through a door, a robot must check whether the door is open or

closed. STAPU’s team model allows robots to transfer knowledge of this value. As seen in

Figure 7.10f STAPU is significantly faster than the auctioning approach as the number of
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shared states increase.

7.2.2 Comparison with LRTDP

We saw in Chapter 6 that LRTDP does not solve the problem in the time STAPU or

auctioning and planning can. The policies computed using LRTDP with a time out to

match STAPU and auctioning are sub par. This is because LRTDP searches the entire

joint model for a solution which takes much longer. This is reflected in Figure 7.11 which

adds results for STAPU on to Figure 6.6. From Figure 7.11 it is clear that the quality of

policies (solutions) produced by LRTDP within the 2 hour time limit is always worse than

those produced by STAPU or auctioning and planning. LRTDP consistently produces a

lower value for the expected number of tasks for each test set.

Summary

• In this chapter, we presented a solution to maximise expected task reward for a

multi-robot team, STAPU.

• The use of a sequential team model allowed STAPU to allocate tasks and plan

simultaneously, as in the sampling approach in Chapter 5. It also reduced the space

complexity of the problem, avoiding the exponential state-space explosion with the

number of robots.

• An extra step was needed to create the joint policy and identify reallocation states,

similar to what was proposed in the auctioning approach (Chapter 6). In fact, the

only difference between the joint policy construction for both approaches was the

identification of reallocation states.

• With regard to computation time, STAPU was able to outperform auctioning. As

we saw, STAPU is feasible for larger models. For smaller models, the overhead of

building the team model, impacts STAPU’s performance negatively.
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Figure 7.11: Boxplots, where the triangles indicate the mean values and whiskers show the
interquartile range and dots show outliers. A randomised set of 10 scenarios were used to
generate these results. The number of robots was set to 4 and the number of tasks was set
to 5. The number of doors i.e. global states was 0. LRTDP_greedy is the policy extracted
by using greedy action selection. LRTDP_mv is the policy extracted by selection the
most visited action in each state of the search tree.

179



• With regard to number of tasks completed by the team, STAPU produced policies

that were comparable to those produced by the auctioning and planning approach.

It is possible that with further optimisation STAPU is able to do even better in

terms of this guarantee.
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Chapter 8

Conclusions

8.1 Summary

The work in this thesis combines techniques from formal verification with techniques from

robot planning to allocate tasks and generate policies with a probabilistic guarantee on

the number of tasks completed by the joint policy. In this section we present a summary

of the work highlighting our findings and contributions.

8.1.1 Mission Specification using LTL

We formalised the problem of robust multi-robot task allocation and planning under

uncertainty with a formal mission specification using a fragment of Linear Temporal Logic

(LTL) evaluated on finite sequences. To the best of our knowledge, this formulation is

unique because it uses the automata of the LTL specification to generate a reward function

in the context of a multi-robot system with partial mission satisfaction. All solution

methods to this problem that have been presented in this thesis operated on a product

MDP, which combined the LTL automata with the robot model. Generating policies

using this product MDP allowed us to track task progress and automatically determine

tasks in the mission that were completed. Another advantage of these automata was

enabling algorithms to determine task allocations and reallocations without the need for
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any external input.

The use of LTL for mission specification also provided the multi-robot team and the

solution methods used with a formal description of the mission. This allowed for the

generation of a probabilistic guarantee on the number of expected tasks completed when

following a given policy. Each approach presented in the thesis had a separate verification

step that operated on the joint product policy leveraging the LTL DFAs combined with the

robot MDP model. In fact, the use of LTL allowed for the specification of rich behaviour

in an intuitive manner. A consequence of this is the contribution of the corresponding

LTL automata to the increase in size of the product model. However, there is no non-LTL

approach that is cheaper and allows for the same level of richness of behaviour specification.

8.1.2 Solution Approaches

We presented three separate solution methods for robust multi-robot task allocation and

planning, which provided a task completion guarantee on the multi-robot plans. Note that

the addition of a guarantee on the plans in the form of maximum expected task reward

means that a discounted reward can not be used. The use of a discount factor guarantees

convergence of MDP solution algorithms [MK12].

All three approaches were implemented using the PRISM [KNP11] model checker API

and evaluated on the same test sets. To this end, a python GUI was created to generate

test environments and their corresponding PRISM models.

8.1.2.1 Sampling-based Heuristic Search

The first of these solution methods employed Labelled Real Time Dynamic Programming

(LRTDP), a trial-based heuristic search method. Such methods are able to generate

policies using the full joint product model but limiting the search space to state-action

pairs that seem promising according to the heuristic function. Therefore, these methods

are able to generate feasible or optimal policies utilising fewer computational resources

by not building the full joint product model. Using LRTDP to solve the problem of
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reward maximisation for an MDP with zero-reward cycles requires cycle detection [Kol+11;

Brá+14; Ash+18], which has considerable overheads. To remedy this, we demonstrated

the use of a cost structure based on the automata of the LTL task set, which penalised

states relative to the number of tasks completed. This changed the optimisation objective

from reward maximisation to cost minimisation. Using this cost structure we assigned a

finite penalty [KW12] to states in the MDP from which a goal state was not reachable.

As a result we were able to generate a joint policy which provided a feasible solution to

our multi-robot task allocation and planning under uncertainty problem.

In order to improve the solution quality we used a rollout policy generated from single

robot solutions to guide the initial search. Furthermore, we implemented a dead-end

detection mechanism using these single robot solutions, in order to detect states where no

further tasks would be completed. Our automata based cost structure was feasible for the

problem and was able to push the search towards viable solutions. However, our results

showed that LRTDP does not scale well for large, fully connected models e.g. grid-based

scaenarios used in this thesis. Our experiments also confirmed that when LRTDP did

not converge in the given time, using the most visited action to extract the policy offers

better performance than using the greedy best action [Hua11; Bro+12], as is the case with

Monte-Carlo Tree Search (MCTS).

8.1.2.2 Auctioning and Planning

Our second solution method separated the task allocation and planning processes using

an auction-based approach. Auctioning-based approaches to task allocation and planning

are able to generate close to optimal solutions [Koe+06]. This requires that the choice

of objectives used to judge bids in the auction phase is aligned with those used in the

planning phase. One advantage of auctioning and planning is the reduction in the size of

the MDPs that must be solved, which greatly reduces planning time.

Our results showed that auctioning and planning is a viable option for our problem

of robust multi-robot task allocation and planning. It was able to avoid the exponential
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increase in the joint state action space as the number of robots grows. The separation of

task allocation and planning resulted in single robot models that were solved more quickly

when compared to the sampling-based search method. We also showed that this approach

greatly outperforms the sampling-based approach in terms of the expected number of tasks

completed following the joint policy and the computation time itself. Therefore, planning

in the full joint model space is sub-par when compared to auctioning and planning.

Handling Uncertainty Our formulation used MDPs to model uncertainty, explicitly

including robot failure. This allowed for the generation of robust multi-robot policies

which incorporated task reallocation. The sampling approach operated on the joint model

and so tasks could be reallocated when robots failed without any special mechanisms to

do so.

Unlike the sampling approach, auctioning worked on individual robot models and was

therefore unable to detect uncertainty in the team’s behaviour. This was remedied by the

joint policy construction step that allowed for the identification of reallocation states. In

order to generate a full joint policy, the auctioning and planning cycle was repeated for

each of these states. Our results also demonstrated that as the uncertainty in the model

increased and more robots failed, more auctioning and planning cycles were required to

build the full joint policy, which increased the overall computation time. This was partly

due to the separation between task allocation and planning which we remedied in our final

solution method, STAPU.

8.1.2.3 Simultaneous Task Allocation and Planning

Our final solution, the simultaneous task allocation and planning under uncertainty algo-

rithm (STAPU), used a sequential team model to generate a task allocation and policy for

a multi-robot team, which was robust to the possibility of robot failure. In the sequential

team model, single robot models were connected with transitions at all states where tasks

were completed. These transitions enabled the algorithm (STAPU) to simultaneously
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allocate tasks and generate plans for the robots. However, like the auctioning and planning

approach, information about common environment states was not shared in this team

model. This combined with the uncertainty in robot behaviour e.g. the possibility of robot

failure, necessitated the construction of a joint policy, as in the auctioning and planning

approach.

Our results showed that due to the sharing of task related information during the

planning phase, the number of reallocation states was greatly reduced when compared to

auctioning and planning. This in turn reduced the overall computation time. The process

for task reallocation here was similar to that of the auctioning and planning approach, in

that a new planning cycle needed to be triggered. We showed that STAPU was able to

generate plans more quickly than auctioning and planning with policies of comparable

quality. Furthermore, our results showed that for smaller environments, the overhead

of the sequential team model contributed to the higher computation time when STAPU

was compared with auctioning and planning. However, for larger environments this was

not the case and STAPU was able to outperform auctioning and planning in terms of

computation time. Our results also demonstrated that the quality of the multi-robot

policies generated through STAPU were comparable to those generated by the auctioning

and planning approach.

8.1.3 Contributions

In summary, our contributions are:

• Formalisation of a robust multi-robot task allocation and planning problem consid-

ering robot failure and using LTL specifications to generate a task reward structure.

Combined with the objective of satisfying as much of the mission as possible, this

problem formulation is unique and novel to the best of our knowledge. While there

are works that look at partial satisfaction for single robots with LTL specifications,

we are not aware of work that attempts this for a team of robots with LTL without

any user driven rewards.
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• A sampling-based heuristic search solution method to the problem without any cycle

detection using a novel task cost structure that penalised states based on the LTL

automata. Through this cost structure, our approach is able to generate a feasible

(albeit poor) solution to the problem.

• An auctioning and planning approach with a reward structure able to count the

number of completed tasks using the LTL automata and satisfy as much of the

mission as possible. The closest to this work are [Car+20; SBD18a; SBD18c],

however, they does not consider task reallocation to other robots and are not able

to provide a guarantee on the number of tasks completed by the team.

• A technique to build a joint policy from single robot policies able to isolate states

where robots failed and/or those where tasks needed to be reallocated.

• The simultaneous task allocation and planning under uncertainty algorithm (STAPU)

which used a sequential team model to simultaneously allocate tasks and generate

policies. This approach extends the work in [SBD18d] to MDPs. However, the

addition of uncertainty makes the two works incomparable.

• Experimental analysis of all three approaches on a set of test scenarios and environ-

ments. These were inspired by existing benchmarks in the field of multi-agent path

finding and were generated as PRISM [KNP11] models with LTL specifications.

• A GUI that generates PRISM models from user specified environments or computer

generated random 4-connected grid environments.

Therefore, the work in this thesis has illustrated that the complexity of combined task

allocation and planning under uncertainty can be reduced by generating feasible policies

using auctioning and STAPU. The use of LTL not only allows for formal task specification

but the generation of guarantees. Furthermore, it may be beneficial to verify policies

against specifications instead of using traditional model checking techniques to generate

policies for specifications. Finally, it may not always be possible to generate a full joint
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policy, specifically when individual robots experience critical failure. The work in this

thesis illustrated the use of replanning to deal with such scenarios, iteratively building a

full joint policy i.e. a policy that is robust to uncertainty in action outcomes including

individual robot failure.

8.2 Future Work

In this section we discuss possible extensions of our work.

User Preference for Tasks We formulated the task reward structure such that each

task has equal reward. However, in some scenarios certain tasks may be more important

than others. Incorporating user preference in our task reward structure is fairly straight-

forward. We would simply need an interface to allow users to assign values to individual

tasks.

Another possible addition is that of soft constraints. Our formulation assumed that

the safety constraint in the mission specification is a hard constraint. This meant that if

the safety constraint is violated, the entire mission fails. However, as in [Lah+15; TD16],

in some scenarios there may be constraints that can be violated at a cost. These are

soft constraints. Incorporating these into our work could also be done through a reward

structure, perhaps a negative reward for violating each constraint. This would of course

affect the solution approaches used to solve the problem, particularly the sampling-based

approach. Competing reward functions would result in the formulation of a constrained

MDP as in [TTT17] or a multi-objective optimisation problem as in [Lah+16].

Collisions and Robot Behaviour Our approaches did not consider robots colliding

with each other in the environment. Taking inspiration from Conflict Based Search [Sha+15],

robot collisions or conflicts can be detected during the joint policy construction phase in

STAPU and auctioning and planning. In fact such an approach has already been used in

Multi-agent Path Finding as in [MK16; Fel+17]. Once these collisions are detected, a new
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cycle can be triggered.

This solution can also be applied to the sampling-based search solution in Chapter 5.

However, as we have demonstrated, for large fully connected environments sampling-based

search does not perform well. Therefore, repeating the search multiple times to reduce

conflicts would increase the computation time. Instead of replanning, the sampling-based

search algorithm itself can be modified to disable actions that lead robots to the same

states.

Our problem formulation considered the possibility of robot failure or uncertainty

in global states such as doors, however there may be other high-level robot behaviours

that could add uncertainty to the problem. These behaviours could be influenced by the

physical limitations of the robots or the workspace/environment itself. An example of

robot related behaviours is slower speeds due to reduced charge. Examples of environment

related behaviours include slower speeds due to crowds or human interaction. Therefore

our approaches would benefit from richer robot models.

Complex Tasks Though we presented general approaches to task allocation and re-

allocation, it remains to be seen how these approaches tackle more complex LTL task

specifications. For example, what would happen if a robot failed midway through a pick

up and delivery task? Or what would happen if a robot failed midway through a task that

enforced a strict sequence such as “Do task A immediately after task B”. In the case of

pick up and delivery tasks, an extra global state for the object to be picked up could be

added. This would allow the planning algorithm to track the location of the object if a

robot fails. However, as the number of objects would grow, so would the size of the state

space and therefore, such an approach would not scale well.

The solution methods presented in this thesis do not place constraints on reallocating

strictly sequential tasks. For example, if a robot fails midway through a task, that task is

reallocated to another robot. The other robot simply continues the task from then on.

This may be impractical for certain scenarios for example, when a data gathering robot
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fails to get to the upload location or a robot contaminated with radiation fails to get to

the safe room. [SBD18d] is able to decompose mission specifications with sequential tasks

efficiently, however it does not take into account any uncertainty.

Stemming from this, another interesting avenue to explore is that of complex tasks

that require multiple robots like those in [TD16; NTD16; Sch+16]. In such scenarios, a

sum of costs objective may not be feasible and therefore more complex solution objectives

might need to be explored.

Finally, all solution approaches presented in this thesis apply to heterogeneous robots.

Therefore, it would be interesting to see their application to such a team, specifically when

only certain robots can perform certain tasks.

Action Durations and Asynchronous Behaviour We assume that all robots execute

actions at the same speed, i.e. they move in lock step. In practice, this is not the case.

One way to model action durations is using costs. In fact in all our work, we assume

that each action has cost 1 and use this as a tie-breaker. Making the cost for actions

non-uniform can be done easily through this cost function. However, it does not solve

the problem of robots moving in lock step. The most obvious but expensive approach to

solve this would be to introduce a state variable for time. Similar to [Ulu+13], travelling

states where at least one robot has finished executing its action, can be introduced. The

sampling approach would be the best candidate for such a solution, since it generates

states on the fly.

The auctioning and planning and STAPU solution methods use VI to produce solutions.

Therefore, introducing such states in those approaches is not trivial. The introduction

of the time state variable in these approaches would result in a large increase in the

number of states. This increase would be dependent on the granularity of the time variable

itself. However, it would make the problem intractable. For this reason, perhaps, it would

be prudent to introduce a time variable in the joint policy construction step instead.

However, it is not clear how this can be incorporated in replanning cycles. Other ways to
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model uncertain action durations will influence the planning approach e.g. [Str+20] uses

priority-based planning or the choice of models e.g. [Man+19] looks at homogeneous robots

using Petri Nets. The work in [Str+20] could be used in conjunction with auctioning based

approaches for task allocation to generate feasible plans.

Lastly, as in [Haw+17], the action durations could be learnt through repeated explo-

ration of the workspace using approaches like [Kra+17].

Algorithmic Improvements The solutions presented in this thesis do not exploit

parallelism. The sampling approach could be spread over multiple processors with a

consolidation step, as in [KZ18]. In the auctioning and planning approach, all robots could

place their bids in parallel and plan in parallel as well [ZSP08]. Similarly, in STAPU all

local product MDPs could be built in parallel. For large models, the gains in computation

time due to parallelism may be well worth the overheads. However, for smaller models

this may not be the case.

The performance of the auctioning and planning approach can also be improved by

using approximations when generating robot bids like [Lag+04]. Unlike our approach

in Chapter 6, this would mean that robot policies are not generated in the auctioning

phase. However, the approximations could be used to guide the planning process or provide

an initial policy that can be further refined, as in [WC17; Din+14].

The sampling approach presented in this thesis did not use any cycle detection. It would

be worthwhile to investigate the performance of a sampling approach that implements

cycle detection, similar to [Kol+11; SHB16; Brá+14; Ash+18]. Perhaps, it is possible to

improve on cycle detection for a multi-robot planning problem.

Lastly, we have not considered the use of linear programming or constraint satis-

faction based methods for solving the robust multi-robot task allocation and planning

problem under uncertainty. It is known that these do not scale well, however, they have

still been employed to generate solutions by making assumptions such as deterministic

robots [Leo+17b; GMS17] with a separate component dealing with uncertainty [GMS17;
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Des+17]. Furthermore, similar approaches have been used for MDPs [TTT17; BR06;

DFR08] as well. They too do not scale well in comparison with other exact methods such

as Value Iteration [BR06]. Nonetheless, the resulting policies are either optimal or possibly

at least closer to the optimal than the approaches presented here. Perhaps, there is room

for some abstractions that allow these algorithms to scale well while being able to provide

probabilistic guarantees on the resulting feasible policies.

8.3 Recommendations

The problem set out in the beginning ( Section 4.2) of this thesis was that of generating a

joint multi-robot policy for a team of robots with uncertain action outcomes including

robot failure. A key feature of the problem was the ability to verify the policy by generating

a guarantee i.e. an exact value on the expected number of tasks completed by the team.

This meant that the joint policy would attempt to partially satisfy the mission, if full

satisfaction was not possible. Another feature was that of reallocating tasks to functioning

robots in the team when one or more robots failed.

To this end, the results from the algorithms presented in this thesis show that the use

of sequential team model and replanning as in STAPU i.e. Chapter 7 is able to generate

verified joint policies in reasonable time for robot teams. It is also able to relay task

information in the planning phase. This would be beneficial in scenarios where robots

experience critical failure often and tasks need to be reallocated. However, in scenarios

where the robot models are small, an auctioning and planning approach like in Chapter 6

may be more computationally feasible, particularly when robots do not fail often. While

sampling-based approaches generally fare well, LRTDP as applied in Chapter 5 is not well

suited to the problem of producing verified policies for large multi-robot MDPs.

The common thread in all the approaches presented in this thesis was the use of LTL

to generate task rewards or costs, track task progress and verify the resulting joint policies

by producing a guarantee on the team’s task completion. Generating automatic reward
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or cost structures does away with the need of manual tuning of said rewards or costs to

get the expected solution and is, in my opinion, well worth the (computational) expense.

Furthermore, as motivated in Chapter 1, a guarantee on the joint policy in terms of

an exact value on a quantitative property, is not only useful but crucial to successful

deployment. Tracking task progress too is very useful for replanning as well as informing

users of the team’s progress and satisfying as much of the mission as possible. In fact,

partial mission satisfaction is a more realistic and plausible objective, specially when robots

are known to fail. Therefore, the benefits of using LTL (or similar logics) in planning

outweigh the disadvantage of computational expense.

In conclusion, this thesis presented a unique multi-robot problem formulation inspired

from real life situations where robots might fail. It also illustrated the use of various

solution methods to solve this problem providing guarantees on team behaviour. To that

end, the work in this thesis is a step towards making multi-robot system deployments

more reliable and robust. However, as evidenced by the variety of possible extensions,

there is a lot more still to be done.
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