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Abstract

In this thesis, we present novel software technology for the analysis of wireless networks,
an emerging area of computer science. To address the widely acknowledged lack of formal
foundations in this field, probabilistic model checking, a formal method for verification and
performance analysis, is used. Contrary to test and simulation, it systematically explores
the full state space and therefore allows reasoning about all possible behaviours of a system.

This thesis contributes to design, modelling, and analysis of ad-hoc networks and ran-
domised distributed coordination protocols.

First, we present a new hybrid approach that effectively combines probabilistic model
checking and state-of-the-art models from the simulation community in order to improve
the reliability of design and analysis of wireless sensor networks and their protocols. We
describe algorithms for the automated generation of models for both analysis methods and
their implementation in a tool.

Second, we study spatial properties of wireless sensor networks, mainly with respect to
Quality of Service and energy properties.

Third, we investigate the contention resolution protocol of the networking standard Zig-
Bee. We build a generic stochastic model for this protocol and analyse Quality of Service
and energy properties of it. Furthermore, we assess the applicability of different interference
models.

Fourth, we explore slot allocation protocols, which serve as a bandwidth allocation mech-
anism for ad-hoc networks. We build a generic model for this class of protocols, study
real-world protocols, and optimise protocol parameters with respect to Quality of Service
and energy constraints. We combine this with the novel formalisms for wireless communi-
cation and interference models, and finally we optimise local (node) and global (network)
routing policies.

This is the first application of probabilistic model checking both to protocols of the ZigBee
standard and protocols for slot allocation.
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Chapter 1

Introduction

1.1 Motivation

In recent years, wireless networking has enjoyed a great and steadily growing popularity in

both research and industry. However, the development of adequate formalisms for mod-

elling and analysis of wireless networks has not kept pace with this, with Chalmers et al.

in the Grand Challenges for Computing Research [21] stating a “considerable lack of formal

foundations”.

While simulation is the standard tool for analysing wireless network protocols, it suffers

from a number of well-documented problems. First, the underlying mathematical models

are usually opaque and unavailable to users. Furthermore, they are often unrealistic, and

results can vary widely between different simulators and field experiments. Consequently,

simulation results can depend as much on the simulator as on the design of the protocol [35].

Second, simulators generally do not adequately support computational behaviours such as

nondeterminism, again leading to unrealistic results. Indeed, in some cases nondeterminism

is treated probabilistically, implying incorrect calculations for any environment that does not

comply with such assumptions. Third, the optimisation of a protocol requires a thorough

comparison of different designs, for example, a sensitivity analysis in cases when system

performance depends on the choice of system parameters. With simulation, such comparative

studies require the statistical interpretation of an expensively large number of simulation

runs, making the analysis difficult and costly.

Applications of formal methods for the analysis of computer networks are usually moti-
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vated by a desire to study them more thoroughly, that is, to increase breadth, depth, and

reliability of the analyses, thus increasing coverage, feasible system complexity, and depth of

the results. There have been several successful applications of probabilistic model checking

to wireless networks. However, its feasibility is typically limited to relatively small networks

and an accurate representation of the physical features of wireless communication has usually

been neglected.

Given the recent availability of advanced and experimentally validated analytical models

for wireless communication (most prominently the lognormal shadowing model by Zuniga and

Krishnamachari [102]), we aim to improve accuracy and scope of existing analysis approaches

for wireless network protocols by combining formal methods with models from the simulation

community.

1.2 Related work

This section reviews previous and current literature of the scientific field relevant to this

thesis. Section 1.2.1 introduces existing approaches for modelling and analysis of wireless

networks. Section 1.2.2 presents approaches combining formal methods and simulation. Sec-

tion 1.2.3 covers the analysis of different quantitative aspects of wireless communication.

Finally, Section 1.2.4 summarises work on randomised protocols for wireless networks.

1.2.1 Modelling and analysis of wireless networks

Traditionally, the main method for analysing wireless networks is simulation. While this

is still the case, the growing maturity and prevalence of formal methods has led to their

application to various aspects of wireless networks.

Simulation-based approaches There are several established tools for the simulation of

wireless networks, including ns-2 [76], OPNeT Modeler [77] and GloMoSim [68]. Many case

studies demonstrate the use of simulation methods, for example, [53, 73, 75, 90].

There has been broad criticism of wireless-network simulation approaches and tools, show-

ing various inadequacies that lead to unrealistic results. Considering a simple generic flood-

ing algorithm modelled using three established wireless-network simulators, Cavin et al. [20]
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demonstrate that analysis results vary widely between different simulators and also com-

pared to field experiments. They attribute this to a lack of transparency and accuracy in

the underlying mathematical models. Similar observations are made by Kotz et al. [52], who

criticise the use of oversimplified assumptions in the radio models of many simulators, a lack

of empirical validation, and incorrect abstractions of network layers.

Recently, however, the quality of wireless communication models for simulation has been

improving, owing to the development of empirically validated channel and radio models. Such

models have been proposed, amongst others by Zuniga and Krishnamachari [102] and by

Seada et al. [86]; the simulator Castalia [19], developed since 2006, is based on these models.

Pham et al. [79] experimentally validate the wireless models implemented in Castalia, using

real wireless sensor nodes based on ZigBee transceiver devices.

Formal methods-based approaches Model checking is an algorithmic approach to ex-

haustively and automatically establish system properties. Probabilistic model checking, in

particular the probabilistic model checker PRISM [60, 80], has been successfully employed for

the verification of various network protocols. These include: IEEE 802.11 WLAN contention

resolution [64], IEEE 1394 FireWire root contention [65], and Bluetooth device discovery [30].

Kwiatkowska et al. [60] give an overview about different types of probabilistic temporal-logic

properties of wireless network protocols that can be analysed using PRISM.

Demaille et al. [25] use the approximate verification tool APMC [22] to analyse a wireless

sensor network for intrusion detection. They consider LTL properties for discrete-time prob-

abilistic models of 100 and 400 nodes. Kwon and Agha [67] use very simple Discrete-time

Markov chain (DTMC)1 models, consisting of three states and one probabilistic transition

per state, to analyse large wireless sensor networks. Using a statistical abstraction technique,

they generate a model of 3,000 identical DTMCs. Discrete-event simulation and experiments

with 90 real sensor nodes are used to statistically validate the model. Using the iLTL model

checker, which has been developed by the authors, temporal-logic properties such as system

availability and energy consumption are computed.

Sharma et al. [87] have modelled and analysed the synchronisation mechanism of the

Wireless Sensor Network (WSN) implementation language Insense. In this language, which

1DTMCs are introduced in Section 2.1.2.
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is modelled in Promela, the input language of the model checker SPIN, WSN applications

are described using two high-level constructs: components, which describe single threads,

and channels, which describe the communication between components. Hardware access is

realised via a C library. Using SPIN, a range of LTL properties was verified.

Heidemann et al. [45] mentions that finding the right level of detail for abstractions of

wireless networks is difficult even for networking specialists; they suggest the use of visu-

alisation techniques. McIver [70] propose an abstraction and refinement approach for the

modelling of wireless networks, based on probabilistic action systems. McIver and Fehnker

[71] mention that simulators are predominant but results usually “have not been validated

against empirical data”; they use probabilistic action systems to describe abstractions made

for an analysis of a flooding protocol. Schuts et al. [85] study a wireless sensor protocol (clock

synchronisation algorithm in gMAC) using timed automata and UPPAAL. All analyses were

feasible only for an example network of at most three nodes. The authors conclude that

more realistic wireless models and efficient probabilistic abstractions should be used.

1.2.2 Combining network simulation and probabilistic model checking

In the literature, there is little evidence of intertwinings of network simulation and proba-

bilistic model checking. Fehnker and Gao [35] use the probabilistic model checker PRISM

to analyse a simple gossip protocol. In order to obtain more realistic results than with cur-

rent approaches, formal analysis with DTMC and Markov decision process (MDP)2 models is

supplemented by Monte-Carlo simulation using a MATLAB implementation, which validates

the obtained results for larger models. The authors propose to build a formal model and a

simulation model from one uniform description.

To the best of our knowledge, CaVi [16] is the only tool that provides a uniform interface

for formal analysis and simulation of wireless sensor networks and it is the only tool that

incorporates realistic wireless channel or radio models into model checking.

Seada et al. [86] mention the problem of finding sensible topologies when designing wireless

sensor networks, that is, adjusting channel and radio parameters values in order to achieve

good reception probabilities.

2MDPs are introduced in Section 2.1.3.
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1.2.3 Analysing quantitative aspects of wireless communication

Spatial characteristics Spatial properties of wireless networks have been considered in a

number of studies. Fehnker et al. [36] perform an exhaustive analysis of a class of possible

topologies of the LMAC protocol (a specific Medium Access Control (MAC) protocol) for

wireless sensor networks; they use timed automata models with the tool UPPAAL. Yue et

al. [98] analyse the gMAC protocol, considering static and mobile scenarios with different

initial configurations; they use the discrete-event simulator of the Möbius tool suite.

Interference Most models of wireless network communication use simplified interference

assumptions such as “when two stations send at the same time, a collision always occurs and

both messages get corrupted” or “collisions never happen”. Kotz et al. [52] criticise the lack

of realistic interference models. More realistic analytical models for interference have been

proposed, for example by Zuniga and Krishnamachari [102].

Energy Seada et al. [86] analyse energy consumption of geographic routing protocol. Kwon

and Agha [67] investigate energy consumption of a wireless sensor network for intrusion

detection. Both studies use analytical formulae and discrete-event simulation.

Gross et al. [41] study energy properties for IEEE 802.15.4 wireless sensor networks, using

discrete-event simulation of probabilistic timed automata with the tool Möbius.

Yue et al. [99] study energy consumption for a randomised leader election protocol. They

consider a simple MDP model for interference (consisting of two states only), which they

analyse using PRISM. Analysis results show that prioritising stations with higher power level

reduces the overall energy consumption but also changes the respective stations’ probability

of being elected leader. Yue et al. [98] study the energy consumption per message propagation

for the proprietary gMAC protocol, using discrete-event simulation.

1.2.4 Analysing randomised protocols for wireless networks

Gossip protocols The literature reports on several applications of formal methods to gos-

sip protocols, a choice of which is discussed here. Cardell-Oliver [18] analyse performance

properties of a simple, generic flooding protocol. Using a timed automata model with a sim-

ulator, they evaluate different topologies (parameterising density and noisiness) with respect
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to transmission probability and expected number of rounds. Fehnker and Gao [35] also study

simple gossip protocols.

Using UPPAAL and PRISM, McIver and Fehnker [71] analyse simple performance prop-

erties such as “flooding is unreliable” and minimum/maximum expected delay.

Kwiatkowska et al. [55] study a gossip protocol called peer sampling using probabilistic

model checking and discrete-event simulation. Using MDP models of small networks (at

most four nodes), they analyse properties such as the expected number of rounds to form a

connected network, the expected path length between nodes, and the respective schedulings

that correspond to these values.

Bakhshi et al. [13] analyse a gossip protocol for data sharing in a distributed network

(the “shuffling algorithm”). They compare results from real experiments, simulation, and

an analytical model based on differential equations. In order to allow a more efficient anal-

ysis of certain protocol behaviours, abstractions for transition probabilities are computed.

Relationships between system parameters are analysed and parameter values are optimised.

Bakhshi and Fehnker [12] model this protocol using PRISM, MATLAB, and PeerSim for

separate models, using DTMC and MDP models. They consider different scheduling policies,

a coverage property (“the number of nodes that have ‘seen’ a given item over time”), and

a notion of rounds. By comparing PRISM with non-formal models, they identified ‘hidden’

assumptions in those frameworks, for example that fractions were equivalent to probabilities.

Bakhshi et al. [11] analyses a different gossip protocol, the “gossiping time protocol”,

using mean-field approximation, a technique that exploits symmetries in large stochastic

processes by replacing it with smaller deterministic processes. For DTMC models, they

adjust protocol parameters and analyse performance measures for whole model.

Contention resolution protocols Kwak et al. [53] analyse performance aspects of the

IEEE 802.15.4 CSMA-CA contention resolution protocol using an analytical model and an

implementation of a simulator.

Tschirner et al. [97] study performance properties of body sensor networks, using UP-

PAAL for model checking as well as simulation of timed automata models (for 15 nodes)

and the Castalia wireless-network simulator for validation. For a specific IEEE 802.15.4/Zig-

Bee transceiver device, they aim to adjust timing parameters such that a given set of QoS
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properties, mainly concerning multi-hop reception, is satisfied. The authors conclude that

these properties are satisfied for a model with adjusted parameter values, accepting that an

unrealistic channel model is used.

Zayani et al. [101] study a backoff procedure for the academic wireless sensor network pro-

tocol ECo-MAC. They analyse the protocol using PRISM with DTMC models, and validate

this analysis using the OPNeT simulator. Safety properties and the effect of the number

of neighbours and the contention window length were analysed, but no models or reward

definitions are given.

Slot allocation protocols Rana et al. [82] provide an overview of hybrid slot allocation

protocols, that is, protocols combining scheduled and random access.

Altman et al. [4] discuss different policies for a distributed choice of retransmission prob-

abilities in the slotted variant of the MAC protocol ALOHA.

Kim and Park [51] propose a new MAC protocol called TC-MAC that is aimed to be

more energy-efficient than previous MAC protocols for WSNs, namely S-MAC, which com-

bines contention-based and time-based medium access; different variants of TC-MAC, and,

for comparison, S-MAC, are compared using analytical formulae and the simulator ns-2.

Horng and Kuo [48] study another new slot allocation protocol, a variation of TDMAM;

they use analytical formulae as well as simulation. El Khoury and El-Azouzu [31] study

forwarding in a multi-hop wireless network, with respect to topology but under a simplified

interference model; they use analytical expressions and discrete-time simulation. Busse et

al. [17] analyse forwarding strategies for wireless sensor networks; analytical expressions and

results for throughput and energy consumption are obtained with a simulator.

Yue et al. [98] study energy consumption for the proprietary gossiping MAC protocol

(gMAC). The protocol includes a fully decentralised slot allocation algorithm. For static

and simple mobility scenarios (rotating a single fixed row in the grid by one position), dif-

ferent grid positions of nodes sending initially, and a simple interference model with fixed

communication range are assumed (not a realistic wireless model). This is analysed using

the discrete-event simulator from the Möbius tool suite. The analysis results reveal that the

randomised sending strategies are optimal with respect to a certain energy-per-propagation

measure. The mobility results are limited.
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1.3 Summary

The presentation of related work has shown several past and current research activities

relevant for modelling and analysis of wireless network protocols. They use both simulation-

based and formal methods-based approaches; however, we are not aware of any effective

combinations interfacing the two. In particular, realistic models of physical characteristics of

wireless communication such as noise, interference, and spatial characteristics are missing.

Although the computation of manual abstractions is common whenever formal methods

are applied, we are not aware of any graphical modelling approach specifically for wireless

networks, particularly one that supports the automatic computation of probabilistic abstrac-

tions and the automatic generation of models suitable for probabilistic model checking.

While there have been formal analyses of wireless communication that cover Quality of

Service properties such as throughput and energy consumption, other aspects such as network

topology and colliding transmissions have not been covered due to the lack of adequate

models.

Of the protocols considered in this thesis, there have already been several formal analyses

of gossip protocols; there have been formal analyses of contention resolution protocols, but

never for IEEE 802.15.4 or ZigBee; there have been some formal analyses of slot allocation

protocols, but never for dynamic slot allocation.

1.4 Contributions

The main contributions of this thesis are:

• demonstration of the feasibility of applying probabilistic model checking to wireless

local area networks, wireless sensor networks, and randomised distributed coordination

protocols;

• first proposal for a hybrid framework for simulation and probabilistic model checking

of wireless sensor networks, using wireless communication models from the simulation

community;

• first application of formal methods/probabilistic model checking to the IEEE 802.15.4/Zig-

Bee networking standard;
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• first study of interference models using formal methods/probabilistic model checking;

and

• first application of formal methods/probabilistic model checking to slot allocation pro-

tocols.

Throughout this thesis, we have investigated effective and efficient combinations of prob-

abilistic model checking and discrete-event simulation for wireless networks, particularly for

randomised coordination protocols of wireless networks. We have incorporated realistic math-

ematical models for interference in wireless communication that allow high scalability and

accuracy. For example, complex protocols are supported in full detail for arbitrary networks

of competitive sizes.

Our formal analysis of the IEEE 802.15.4 contention resolution protocol is the first appli-

cation of formal methods to this networking standard. As part of this work, we have compared

interference models commonly used in formal analysis with novel interference models based on

lognormal shadowing. We have modelled the full extent of this protocol, thereby developing

several abstractions and optimisations, and evaluated various qualitative and quantitative

performance properties. It has been demonstrated that our hybrid analysis framework is

superior to hitherto existing approaches.

Our formal analysis of slot allocation protocols is the first application of formal methods

to this class of protocols. It has been demonstrated how optimal parameter values can

systematically be determined from a large parameter space. Furthermore, it has been shown

how results from our hybrid analysis framework can be used to support network design

decisions.

1.5 Joint work

This thesis is based on several peer-reviewed publications of the thesis’ author and his col-

laborators.

Chapter 3 presents the first hybrid modelling and analysis approach that combines proba-

bilistic model checking and simulation. This work has been carried out jointly with Annabelle

McIver, Ansgar Fehnker, and Athanassios Boulis. Parts of it have been presented and pub-
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lished at NICTA Techfest 2007 [32], at MeMoT 20073 [33], at QEST 20084 [16], and as a

book chapter in the Lecture Notes in Computer Science series [34]. The work started with

the thesis author’s three-month visit to NICTA. The papers [16] and [32] were written by

Ansgar Fehnker; the first one mainly reports on results from work conducted during the

thesis author’s visit; the second one also includes newer features of the tool, which are not

described in this thesis. The papers [33] and [34] were written by Annabelle McIver, based on

extensive email discussions between the thesis’ author, Ansgar Fehnker, and her; for both pa-

pers, the thesis’ author participated in discussions, presented ideas, and contributed changes

and additions to the text. The text of this chapter has been written by the thesis’ author,

but is based on the joint publications listed above. Contributions of the thesis’ author to

this work include:

• contribution to design and implementation of the CaVi modelling and analysis frame-

work;

• design and initial implementation of CaVi’s models for networks, nodes, and inter-node

relationships;

• initial design and initial implementation of the computation and visualisation engine;

and

• design and initial implementation of the generator for parameterised Castalia experi-

ments from CaVi networks;

• evaluation of approaches and contribution to the design of the generator for PRISM

models from protocol-specific templates;

• contribution to case studies (flooding/gossip protocols under different interference sce-

narios).

That is, he designed and implemented most parts of the tool, developed an efficient mecha-

nism for generating Castalia experiments for CaVi networks, and – jointly with his collabo-

rators – developed an efficient mechanism for generating PRISM models for flooding/gossip

protocols and different interference scenarios.

3MeMoT 2007 stands for the Workshop on Methods, Models and Tools for Fault Tolerance at the 7th
International Conference on Integrated Formal Methods (IFM 2007).

4QEST 2008 stands for the 5th International Conference on the Quantitative Evaluation of Systems.
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Chapter 5 presents the first application of probabilistic model checking to the standards

IEEE 802.15.4 and ZigBee. Parts of this work have been presented and published at ISoLA

20065 [39], and a summary has appeared on the PRISM website [80]. In subsequent work,

the performance of ZigBee security key updates was also analysed using PRISM [100].

Chapter 6 presents the first application of probabilistic model checking to dynamic slot

allocation protocols for wireless sensor networks. This work was initially carried out jointly

with Annabelle McIver. At the beginning of this study, she formulated a simpler version of

the slot allocation problem, modelled it in PRISM, and wrote a preliminary three-page draft

about this. After that, the thesis’ author continued the study on his own. The motivation and

the verbal formulation of the slot allocation problem, which have inspired the introduction

to Chapter 6, are based on joint work. All other contributions presented in Chapter 6 solely

belong to the thesis’ author, including:

• the review of related work;

• the models, including all abstractions used;

• the experiments, especially the consideration of locality and energy properties; and

• the interpretation of the results.

1.6 Structure

This thesis is divided into seven chapters and four appendices.

Chapter 2 introduces preliminary concepts, definitions, and terminology for the follow-

ing chapters. Chapter 3 describes the hybrid approach that combines simulation models

for wireless sensor networks with model checking and its tool implementation. Chapter 4

presents the semi-formal analysis of spatial properties of wireless sensor networks. Chapter 5

contains the formal analysis of the IEEE 802.15.4 contention resolution protocol. Chapter 6

describes the formal analysis of dynamic slot allocation protocols. Chapter 7 concludes this

thesis. Appendices A, B, C, and D provide ancillary information for Chapters 3, 4, 5, and 6,

respectively.

5ISoLA 2006 stands for the 2nd International Symposium on Leveraging Applications of Formal Methods,
Verification and Validation
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Chapter 2

Preliminaries

In this chapter, background material for the following chapters is presented. The mate-

rial is organised into different sections, on probabilistic model checking and discrete-event

simulation.

2.1 Probabilistic model checking

In this section, we give a brief introduction to probabilistic model checking.

Probabilistic model checking [58, 59, 84] is a formal method for the automatic verification

and quantitative analysis of probabilistic systems. The objective of a probabilistic model

checking algorithm is, for a probabilistic model of a system (usually given as a variant of a

Markov process) and a probabilistic temporal-logic property, to decide whether the model

satisfies the property or – depending on the type of property – to which numerical value

(probability or reward) the property evaluates. For example, given a network protocol, one

may want to verify that “the probability that a message is eventually delivered is 1”, compute

“the probability that 95 percent of all messages are delivered within ten milliseconds”, or

compute “the average length of the sending queue”.

The following subsections introduce basic probabilistic models, a probabilistic temporal

logic, and the probabilistic model checker PRISM. To illustrate the following definitions,

examples in the PRISM modelling language are given before in Section 2.1.9 a summary

about the tool concludes this section.
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2.1.1 Basic definitions

Let R denote the set of real numbers and let N denote the set of non-negative integers.

Definition 2.1. A discrete probability distribution over a countable set Q is a function

µ : Q → [0, 1] such that
∑

q∈Q µ(q) = 1. Let Dist(Q) be the set of discrete probability

distributions over Q. For a possibly uncountable set Q′, let Dist(Q′) be the set of discrete

probability distributions over countable subsets of Q′.

Definition 2.2. A random variable over a countable set Q is a function X : Q→ R.

In order to define probability measures, the concept of a smallest σ-algebra is used. More

details can be found in [84].

Definition 2.3. A σ-algebra is a family F of subsets of a non-empty set S that is closed

with respect to complement and countable union.

Proposition 2.4. For any family F of subsets of a non-empty set, there is a unique smallest

σ-algebra that contains F .

In order to describe the repeated execution of an experiment with two possible outcomes,

the only memoryless discrete probability distribution is the geometric probability distribu-

tion.

Proposition 2.5. Let p be the probability for “success” in a single experiment and X be

a random variable describing the number of trials needed to reach the first “success“. Then

the geometric probability distribution P for a sequence of trials is given by P (X = k) =

(1− p)k−1 · p.

Note that the geometric probability distribution is memoryless, that is, the probability

for “success” in a single experiment is independent from the number of failures observed

previously.

2.1.2 Discrete-time Markov chains

The first basic model used in this work is the discrete-time Markov chain (DTMC) [50], a

discrete-time formalism that features probability but no nondeterminism. My presentation

follows [84].
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Definition 2.6. Let AP be a finite set of atomic propositions. A labelled discrete-time

Markov chain is a tuple M = (S, s̄, p, l, r) where:

• S is the finite set of states;

• s̄ ∈ S is the initial state;

• p : S × S → [0, 1] is the transition probability function;

• l : S → 2AP is the labelling function;

• r : S × S → R is the reward function.

For the sake of simplicity, this definition implicitly assumes that M is time-homogeneous

(that is, p, l and r do not vary over time), and that S is discrete. It should also be noted

that the transition probability and reward functions of M depend on the past only through

the current state.

At the outset, the DTMC is in the initial state s̄. At each point of time, the successor

state s′ of the current state s ∈ S is chosen with probability p(s, s′). At each point in time, a

reward r(s, s′)1 is given. If a reward is positive, it is usually interpreted as income, otherwise

as cost.

The syntax and semantics of DTMCs are illustrated in Example 2.7.

Example 2.7. Consider the PRISM code of a DTMC model representing a sender and a

receiver shown in Figure 2.1. After declarations of some constants and a reward structure,

the model lists two modules: sender and receiver. These can be interpreted as a fixed

sending device and a mobile receiving device, where the latter has limited battery power and

switches off its power once it has received a message from the first.

Each module can contain variable declarations (such as for sending and listening), with

optional specification of initial values (via the keyword init). It can also contain commands

which describe possible transitions and have the form [action] guard → (p1’=u1) + ...+

(pn’=un);, where action is an optional action label, guard is a propositional expression over

the variables of the model, pi and ui, i = 1, . . . , n are non-negative real-valued expressions;

pi describe probabilities and ui describe updates to variables.

1For most optimality criteria, the reward does not depend on the next state, in which case we use the
notation r(s) instead.

15



dtmc

const double P_SEND = 0.6;

const double P_RECV = 0.1;

const double E_SLEEP = 0.1;

const double E_LISTENING = 1.0;

const double E_RECEIVING = 2.0;

rewards "energy"

(listening = 0): E_SLEEP;

(listening = 1) & (sending = 0): E_LISTENING;

(listening = 1) & (sending = 1): E_RECEIVING;

endrewards

rewards "transmissions"

[send] sending=1: 1;

endrewards

module sender

sending: [0..1];

[] sending=0 -> P_SEND: (sending’=1) + (1-P_SEND): : (sending’=0);

[send] sending=1 -> true;

endmodule

module receiver

listening: [0..1] init 1; // 0...off, 1...listening

[] listening=0 -> true;

[send] listening=1 -> P_RECV: true + (1-P_RECV): (listening’=0);

endmodule

Figure 2.1: PRISM representation of a discrete-time Markov chain

At each point in time, the models proceed in discrete steps of uniform but not further

specified length. For example, consider the first command of module sender. Note that, as

there is no action label given, this command can be performed without synchronisation with

other modules. When the local variable sending of module sender equals 0, the system can,

with a probability of P SEND, update the value of that variable to 1, or, with a probability of

1− P SEND, keep the value of that variable as it is. In contrast, the second command of this

module is labelled with an action, send, thus it can only be executed synchronously with

one command from each module that shares the action send. Note that, for each state, the

probability for transitions to each other state is uniquely defined; in particular, the model is

indeed a DTMC.

Rewards can be defined using reward structures for states and transitions. For example,

the reward energy, describing energy consumption, is defined with respect to transitions,
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whereas the reward transmissions, describing the number of attempted transmissions, is

defined with respect to states. Note that these labelled reward structures extend the PRISM

property specification language beyond the definition of PCTL.

If not specified otherwise, all PRISM models are implicitly interpreted as the parallel

composition of their modules. Figure 2.2 shows the state-transition diagram of the DTMC

model. There are three states, s0, s1, and s2, which are drawn as circles, where the initial

Figure 2.2: State-transition diagram for a discrete-time Markov chain

state s0 is further emphasised by an incoming arrow without source. The states are labelled

with atomic propositions s = 0, s = 1, l = 0, and l = 1 (representing the possible values

of the variables sending and listening) in curly brackets. Transitions are indicated by

arrows, for example, 0.4 describes that the probability for a transition from s0 to itself is 0.4.

Note that, for each state pair, the probabilities of all outgoing transitions sum up to 1. Each

state has been annotated with the respective value of the reward function r, for example,

r(s0) = 1.0 describes that the reward for state s0 is 1.0.

Paths and probability measures

An infinite path is an infinite sequence of states s0, s1, . . . where si ∈ S and p(si, si+1) > 0

for all i ≥ 0. A finite path is a nonempty sequence of states s0, . . . , sn−1, sn where si ∈ S and

p(si, si+1) > 0 for all 0 ≤ i < n. Let ω(i) denote the ith state and |ω| denote the length of

the path ω. The set of all finite and infinite paths starting in state s ∈ S is denoted Paths

and the set of all paths is denoted Path.

In order to describe the quantitative behaviour of a DTMC with respect to a given

property, we define a probability measure over sets of paths. First, we define the probability
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that, for a given state s ∈ S, the finite path ω = s0, . . . , sn ∈ Paths is taken as

ps(ω)
def
=


1 if n = 0∏n−1

i=0 p(si, si+1) otherwise

.

Then, we define the cylinder set of the path ω, that is, the set of all infinite paths with prefix

ω, by

Cs(ω)
def
= {ω′ ∈ Paths |ω is a prefix of ω′}.

Finally, let Σs be the smallest σ-algebra on Paths that contains all the sets Cs(ω) where ω

ranges over finite paths in Paths. For a given state s ∈ S, we define the probability measure

Probs on Σs as the unique measure such that:

Probs(Cs(ω))
def
= ps(ω) for all finite ω ∈ Paths.

In order to reason about reward properties, we consider random variables over paths.

We use Es(X) to denote the usual expectation of the random variable X : Path → R with

respect to the probability measure Probs.

2.1.3 Markov decision processes

The second basic model used in this thesis is theMarkov decision process (MDP) [27] model, a

discrete-time formalism that features both nondeterminism and probability. My presentation

follows [81] and [84].

Definition 2.8. Let AP be a finite set of atomic propositions. A labelled Markov decision

process is a tuple M = (S, s̄, A, p, l, r) where:

• S is the finite set of states;

• S̄ ⊆ S is the set of initial states;

• A is the finite set of actions;

• p : S ×A→ Dist(S) is the transition probability function;

• l : S → 2AP is the labelling function;
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• r : S ×A× S → R is the reward function.

Similarly to the definition of DTMCs, this definition implicitly assumes that M is time-

homogeneous (that is, S, A, p, l and r do not vary over time), and that S and A are discrete.

Also, the transition probability and reward functions of M depend on the past only through

the current state. While MDPs can generally have either discrete or continuous sets of

decision periods, we also assume that all MDP models in this thesis use discrete time.

At the outset, the MDP is in some initial state s̄ ∈ S̄. At each point of time, called decision

period, an action a ∈ A is chosen nondeterministically, and consequently the successor state

s′ of the current state s ∈ S is determined by the probability distribution p(s, a), that is, it is

chosen with probability p(s, a)(s′). It is usual to assume the presence of a so-called decision

maker, an entity that resolves this choice of actions. In each decision period, the decision

maker receives the reward r(s, a, s′)2. As for DTMCs, if a reward is positive, it is usually

interpreted as income, otherwise as cost.

The syntax and semantics of MDPs are illustrated in Example 2.9.

Example 2.9. Consider the PRISM representation of an MDP model shown in Figure 2.3.

This model is based on the DTMC model shown in Figure 2.1 and only differs in the definition

of the receiver module. In comparison with the DTMC model, the guard of the first

mdp

const double P_SEND = 0.6;

const double P_RECV = 0.1;

...

module sender

sending: [0..1];

[] true -> P_SEND: (sending’=1) + (1-P_SEND): : (sending’=0);

[send] sending=1 -> true;

endmodule

...

Figure 2.3: PRISM representation of a Markov decision process

transition of module sender has been weakened, allowing a nondeterministic choice between

2For most optimality criteria, the reward does not depend on the next state, in which case we use the
notation r(s, a) instead.
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both of its commands whenever the guard conditions sending=1 and listening=1 of the

synchronised commands hold.

Figure 2.4 shows the state-transition diagram of the MDP model. Compared to the

Figure 2.4: State-transition diagram for a Markov decision process

DTMCmodel, there are several more transitions, and a fourth state s3 is reachable. Note that

for some state pairs there is more than one corresponding transition, which is a characteristic

feature for nondeterminism. Note that, for each state pair, the probabilities of all outgoing

transitions under a fixed action sum up to 1.

Adversaries

The behaviour of the decision maker is controlled by a procedure called policy3, which, for

each state, determines the choice of action.

We distinguish policies based on two criteria: first, the way in which actions are chosen,

and second, the extent to which they incorporate information about the past. A policy is

deterministic if it selects actions with certainty and it is randomised if it specifies a probability

distribution on the set of actions. A policy is Markovian if it depends – that is, its choices

depend – on past states and actions only through the current state, and it is history-dependent

if it depends on the whole history ht = (s0, a0, . . . st−1, at−1, st) of past states si, 0 ≤ i ≤ t,

and actions aj , 0 ≤ j < t, where t is the current decision period; we use Ht to denote the set

3In the literature, policies are also called “adversary”, “plan”, or “strategy”.
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of all histories ht. A policy is stationary if it does not depend on the decision period t.

Paths and probability measures

An infinite path is an infinite sequence of states and actions s0, a0, s1, a1, . . . where si ∈ S,

ai ∈ A, and p(si, ai)(si+1) > 0 for all i ≥ 0. A finite path is a nonempty sequence of states

s0, a0, . . . , sn−1, an−1, sn where si ∈ S, aj ∈ A, and p(sj , aj)(sj+1) > 0 for all 0 ≤ i ≤ n and

0 ≤ j < n. Let ω(i) denote the ith state, step(ω, i) denote the ith action, and |ω| denote

the length of the path ω. The set of all finite and infinite paths starting in state s ∈ S is

denoted Paths and the set of all such paths for a given policy π is denoted Pathπs . The set of

all paths under a given policy π is denoted Pathπ, and the set of all paths under any policy

is denoted Path.

In order to describe the quantitative behaviour of an MDP with respect to a given prop-

erty, we define a probability measure over sets of paths. First, we define the probability that,

for a given policy π and state s ∈ S, the finite path ω = s0, a0, . . . , sn−1, an−1, sn ∈ Pathπs is

taken as

pπs (ω)
def
=


1 if n = 0∏n−1

i=0 p
π(si, ai)(si+1) otherwise

.

Then, we define the cylinder set of the path ω, that is, the set of all infinite paths with prefix

ω, as

Cπ
s (ω)

def
= {ω′ ∈ Pathπ |ω is a prefix of ω′}.

Finally, let Σs be the smallest σ-algebra on Paths that contains all the sets Cs(ω) where

ω ranges over finite paths in Paths. For a given state s ∈ S and policy π, we define the

probability measure Probπs on Σs as the unique measure such that:

Probπs (C
π
s (ω))

def
= pπs (ω) for all finite ω ∈ Paths.

In order to reason about reward properties, we consider random variables over paths.

For a given policy π, we use Eπ
s (X) to denote the usual expectation of the random variable

X : Path → R with respect to the probability measure Probπs .
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2.1.4 Probabilistic Timed Automata

Probabilistic timed automata (PTA) [63] are a powerful modelling formalism for distributed

systems that supports dense time, nondeterminism, and probabilistic choice. They are a

generalisation of timed automata [6, 7, 28] that is obtained by adding a probabilistic transition

relation. We include the notion of urgent events [64], a common feature of classical timed

automata [24, 47]. Our presentation follows [61].

Syntax

Let X be a finite set of variables over R, called clocks. A function v : X → R is referred to

as a clock valuation. Let RX be the set of all clock valuations.

Let Zones(X ) denote the set of all zones over X , which are conjunctions of atomic

constraints of the form x � c for x ∈ X , � ∈ {≤,=,≥}, and c ∈ N. A clock valuation

v ∈ RX satisfies a clock constraint ζ, denoted v � ζ, if and only if ζ resolves to true after

substituting each clock x ∈ X with the corresponding value v(x).

Definition 2.10. A probabilistic timed automaton is a tuple P = (L, l̄,X , A, inv, enab, prob,

lab, rew) where:

• L is a finite set of locations;

• l̄ ∈ L is the initial location;

• X is a finite set of clocks;

• A is a finite set of actions, of which Au ⊆ A are urgent ;

• inv : L→ Zones(X ) is the invariant condition function;

• enab : L×A→ Zones(X ) is the enabling condition function;

• prob ⊆ L×A→ Dist(2X × L) is the probabilistic transition function;

• lab : L→ 2AP is the labelling function;

• rew : L×A× L→ R is the reward function.
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To ensure that a finite semantics can be obtained later, the syntax implicitly restricts

the PTA considered to be diagonal-free [62], that is, atomic constraints of the form x− y� c

are not allowed. Additionally, in order to ensure the existence of a well-defined semantics, it

is explicitly required that the PTAs considered are structurally non-Zeno [95], which can be

checked syntactically [96].

Semantics

In each location of a probabilistic timed automaton, there is a nondeterministic choice be-

tween two types of transitions. Delay transitions correspond to the elapsing of time in a

location. They are permitted as long as the invariant condition is satisfied and no urgent

transitions (transitions under urgent actions) are enabled. Action transitions correspond to

the execution of probabilistic transitions (l, g, a, p) ∈ prob. If the current location l satis-

fies the clock constraint g and the current action is a, then p((X ′, l′)) is the probability of

resetting all clocks in X ′ to 0 and moving to the location l′.

This notion of a probabilistic timed automaton is strong enough to represent several

higher-level features such as urgent locations and integer variables. In urgent locations, only

action transitions are allowed, that is, such locations have to be left immediately without

time passing. They can be modelled using an additional clock [24, 94]. Integer variables

with bounded ranges, which can be tested within enabling conditions and reset by action

transitions, can be represented by encoding their values within locations [93].

A state of a PTA is a pair of a location and a valuation for all clocks (l, v) ∈ L×RX such

that all invariant conditions of the location hold (v � inv(l)). In any state (l, v), a certain

amount of time t ∈ R can elapse, after which an action a ∈ A is performed. The choice of

t requires that, while time passes, the invariant inv(l) remains continuously satisfied. Each

action a can only be chosen if it is enabled, that is, the zone enab(l, a) is satisfied by v + t.

Once action a is chosen, a set of clocks to reset and a successor location are selected at

random, according to the distribution prob(l, a). We call each element (X, l′) ∈ 2X × L in

the support of prob(l, a) an edge and, for convenience, assume that the set of such edges,

denoted edges(l, a), is an ordered list ⟨e1, . . . , en⟩.

The syntax and semantics of PTAs are illustrated in Example 2.11. A finite semantics is

formally given in Section formally 2.1.5.
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Figure 2.5: A probabilistic timed automaton

Example 2.11. Consider the PTA shown in Figure 2.5. There are three locations: init,

count, and reset, which are drawn as boxes, where the initial location init is further em-

phasised by an incoming arrow without source. The locations are labelled with the invariant

conditions x ≤ 2, y ≤ 2 ∧ z ≥ 0, and true, respectively.

Transitions are indicated by one or more arrows, which are annotated with the transition’s

enabling condition, action, and set of clock resets. A probabilistic choice between different

transitions is represented by a curve that links both transitions’ arrows near their common

source location. For example, from location reset, when the clock constraint y = 2 is met

and the action reset occurs, the location is changed to count (with a probability of 0.9) or

to init (with a probability of 0.1); in both cases, the clock x is reset to 0. Note that, for each

location-action pair, the probabilities of outgoing transitions sum up to 1.

Each execution of the PTA starts in its initial location (here init) with all its clocks (here

at least x, y, and z) set to 0. In the state init, initially both delay and event transitions are

possible. For a delay transition, time can progress for up to two time units, until clock x has

reached 2. For an event transition, whenever the event start occurs, a transition to location

count can take place, thereby resetting clock y to 0.

For location count, an urgent event is defined, that is, this event has to be taken whenever

both its invariant condition (here x ≤ 3∧ y ≥ 1) holds and its event (here finish) occurs. In

this case, no delay transition and no other event transition for a non-urgent event may take
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place. The location reset is defined to be an urgent location. That means that whenever an

event transition is possible, no delay transition may occur.

2.1.5 Probabilistic Computation Tree Logic

The usual specification language for probabilistic model checking of DTMCs and MDPs

is Probabilistic Computation Tree Logic (PCTL) [42]. PCTL is an extension of the non-

probabilistic Computation Tree Logic (CTL) [23]. My presentation follows [9, 59, 84].

Syntax

Definition 2.12. The syntax of PCTL is defined as follows: let a be an atomic proposition,

1∈ {<,≤,≥, >}, p ∈ [0, 1], r ∈ R, and k ∈ N. Then, the set of well-formed PCTL formulae

ϕ (where ϕ are state formulae and ψ are path formulae) is inductively defined as follows:

1. ϕ ::= ⊤ | a | ¬ϕ | ϕ ∧ ϕ | P1p [ψ] | R1r [C
≤k] | R1r [Fϕ] are state formulae;

2. ψ ::= X ϕ | ϕU ϕ | ϕU≤k ϕ are path formulae.

The symbols P and R represent special operators for probability and expected reward,

respectively. The symbols X and U represent the usual operators for next and until. For

convenience, further operators are given by the following standard abstractions:

⊥ def
= ¬⊤

φ1 ∨ φ2
def
= ¬(¬φ1 ∧ ¬φ2)

φ1 → φ2
def
= ¬φ1 ∨ φ2

F φ
def
= ⊤U φ

For the evaluation of formulae, we require that unary operators have a higher precedence

than binary operators, that is, arguments of unary operators match as small as possible

subformulae and arguments of binary operators match as large as possible subformulae.

25



DTMC semantics

For a given path ω ∈ Path, we define random variables over paths as follows:

XC≤k(ω)
def
=


0 if k = 0∑k−1

i=0 r(ω(i), step(ω, i), ω(i+ 1)) otherwise

;

XFφ(ω)
def
=


0 if s0 � φ

∞ if si 2 φ for all i ∈ N∑min{j | sj�φ}−1
i=0 r(ω(i), step(ω, i), ω(i+ 1)) otherwise

.

They describe the cumulative reward XC≤k as the sum of all transition rewards along this

path, and they describe the reachability reward as the sum of all transition rewards along

this path until the first state satisfies the formula φ. Note that we define the reward of a

path which does not reach a state satisfying φ to be ∞, even though the total reward of the

path may not be infinite.

We define ps(ψ)
def
= Probs({ω ∈ Paths |ω � ψ}). Note that this use of the notation ps

(over formulae) is different from that in section 2.1.2 (over paths).

Definition 2.13. The semantics of PCTL formulae for a labelled DTMC M = (S, s̄, p, l, r)

is defined as follows:

1. A state s ∈ S satisfies a state formula φ, denoted s � φ, if the following holds:

s � ⊤ def⇐⇒ true;

s � a def⇐⇒ a ∈ l(s) for all a ∈ AP ;

s � ¬φ def⇐⇒ s 2 φ;

s � φ1 ∧ φ2
def⇐⇒ s � φ1 and s � φ2;

s � P1p [ψ]
def⇐⇒ ps(ψ) 1 p;

s � R1r [C
≤k]

def⇐⇒ Es(XC≤k) 1 r;

s � R1r [Fφ]
def⇐⇒ Es(XFφ) 1 r;

where XC≤k and XFφ are the random variables defined above.
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2. A path ω ∈ Path satisfies a path formula ψ, denoted ω � ψ, if the following holds4:

ω � X φ
def⇐⇒ ω(1) � φ for all state formulae φ;

ω � φ1 U φ2
def⇐⇒ ωi � φ2 for some i ≥ 0 and

ωj � φ1 for all 0 ≤ j < i;

ω � φ1 U≤k φ2
def⇐⇒ ωi � φ2 for some 0 ≤ i ≤ k and

ωj � φ1 for all 0 ≤ j < i.

3. M satisfies a state formula φ, denoted M � φ, if and only if s̄ � φ.

The semantics of PCTL formulae with respect to a DTMC is illustrated in Example 2.14.

Example 2.14. Consider the DTMC from Example 2.7, which is shown in Figure 2.2. We

would like to validate that the probability that the receiver eventually receives one of the

messages transmitted by the sender (and turns off its radio) is at least 99 percent. In PCTL,

this property can be expressed by the formula P≥0.99 [F (listening = 0)]. In PRISM, this is

written as

P>=0.99 [F (listening=0)].

Also, we would like to compute the expected energy consumption of the receiver over

ten time units. This property can be expressed in the PRISM specification language by the

query expression Renergy=? [C
≤10], exceeding PCTL, where probability and reward operators

are restricted to comparisons with constant values. In PRISM, this is written as

R{"energy"}=? [C<=10].

The first formula would be evaluated to true and the second one to 4.61.

MDP semantics

Contrary to DTMCs, MDPs support nondeterminism, which appears in form of actions in

the transition probability function and the reward function. For MDPs, the operators P and

R quantify over all policies, that is, they refer to minimum and maximum probability and

expected reward.

4Note that, for any path formula φ, state s ∈ S, the set of paths {ω ∈ Paths |ω � φ} is measurable.
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Similarly to ps for the DTMC semantics, we define, for a given policy π, pπs (ψ)
def
=

Probπs ({ω ∈ Pathπs |ω � ψ}). Note that this use of the notation pπs (over formulae) is

different from that in section 2.1.3 (over paths).

Definition 2.15. The semantics of PCTL formulae for a labelled MDP M = (S, s̄, A, p, l, r)

is defined as follows5: A state s ∈ S satisfies a state formula φ, denoted s � φ, if the following

holds:

s � P1p [ψ]
def⇐⇒ pπs (ψ) 1 p for all policies π of M ;

s � R1r [C
≤k]

def⇐⇒ Eπ
s (XC≤k) 1 r for all policies π of M ;

s � R1r [Fφ]
def⇐⇒ Eπ

s (XFφ) 1 r for all policies π of M.

Note that we define the reward of a path which does not reach a state satisfying φ to be

∞, even though the total reward of the path may not be infinite.

The semantics of PCTL formulae with respect to a MDP is illustrated in Example 2.16.

Example 2.16. Consider the MDP from Example 2.9, which is shown in Figure 2.4. We

would like to evaluate the minimum probability that the receiver eventually receives one of

the messages transmitted by the sender (and turns off its radio). In PCTL, this property

can be expressed by the formula Pmin=? [F (listening = 0)]. In PRISM, this is written as

Pmin=? [F (listening=0)].

Also, we would like to compute the maximum expected number of transmissions attempts

of the sender until the receiver receives a message. This property can be expressed by the

formula Rmax(transmissions)=? [F (listening = 0)]. In PRISM, this is written as

R{"transmissions"}max=? [F (listening=0)].

The first formula would be evaluated to 0.0 (for example, consider the policy that never

choses the send action) and the second one to ∞.

PTA semantics

Probabilistic model checking requires a finite system model. Contrary to discrete-time

Markov chains and Markov decision processes, probabilistic timed automata are not gen-

5All clauses that are identical for DTMCs and MDPs have been omitted.
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erally finite, owing to their dense-time semantics (clocks are real-valued). In order to make

automatic verification theoretically and practically feasible, several abstraction techniques

are used.

A finite-state integral semantics for a subclass of probabilistic timed automata has been

introduced in the digital clocks approach of Kwiatkowska et al. [56, 62]. In this approach,

probabilistic timed automata are represented as Markov decision processes, thereby admitting

probabilistic model checking techniques against PCTL properties that have been developed

for MDPs. The authors have shown that this semantics preserves probabilistic reachability

and expected reachability properties of non-Zeno, diagonal-free probabilistic timed automata.

The newer, game-based approach for obtaining an integral semantics [61] achieves smaller

MDP models, but it can only be used to compute probabilistic reachability measures. The

computation of expected reachability measures, needed for the evaluation of reward proper-

ties, is not possible.

For the class of non-Zeno, diagonal-free probabilistic timed automata, the digital clocks

approach can be used to derive PRISM models directly. Hartmanns et al. [43, 44] discuss

this topic from the objective of generating PRISM models for PTAs specified in the language

Modest.

Following the presentation of [61], the finite semantics of a PTA is defined as follows.

Definition 2.17. Let P = (L, l̄,X , A, inv, enab, prob, lab, rew) be a PTA. The semantics of

P is defined as the infinite-state MDP JP K = (S, s̄,R×A, prob′, lab′, rew′) where:

• S = {(l, v) ∈ L× R | v � inv(l)} and s̄ = {(l̄, 0)};

• prob′((l, v), (t, a)) = λ if and only if v+ t′ � inv(l) for all 0 ≤ t′ ≤ t, v+ t � enab(l, a)

and, for any (l′, v′) ∈ S:

λ(l′, v′) =
∑

{prob(l, a)(X, l′) |X ∈ 2X ∧ v′ = (v + t)[X := 0]};

• lab′((l, v)) = lab(l);

• rew′((l, v), a, (l′, v′)) = rew(l, a, l′).

Each transition of the semantics of the PTA is a time-action pair (t, a), representing

time passing for t time units, followed by a discrete a-labelled transition. If p((l, v), (t, a))
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is defined and edges(l, a) = ⟨(l1, X1), . . . , (ln, Xn)⟩, we write (l, v)
t,a→ ⟨s1, . . . , sn⟩ where

si = (li, (v + t)[Xi := 0]) for all 1 ≤ i ≤ n.

In order to represent sets of PTA states, we use the concept of a symbolic state: a pair

z = (l, ζ), comprising a location l and a zone ζ over X , represents the set of PTA states

{(l, v) | v � ζ}. We use the notation (l, v) ∈ (l, ζ) to denote inclusion of a PTA state in a

symbolic state.

For a symbolic state (l, ζ), an action a, and an edge e = (X, l′) ∈ edges(l, a), we define:

• tsuc(l, ζ)
def
= (l, inv(l)∧ ↖ ζ) is the time successor of (l, ζ);

• dsuc[a, e](l, ζ)
def
= (l′, (ζ ∧ enab(l, a))[X := 0] ∧ inv(l′)) is the discrete successor of (l, ζ)

with respect to e;

• post[a, e](l, ζ)
def
= tsuc(dsuc[a, e](l, ζ)) is the post of (l, ζ) with respect to e

The c-closure of a zone ζ is obtained by removing any constraint that refers to integers

greater than c. For a given c, there are only a finite number of c-closed zones. In this book,

we assume that all zones are c-closed where c is the largest constant appearing in the PTA

under study.

Representation in PRISM For the PTA from Example 2.11 (which is non-Zeno and

diagonal-free), the PRISM model in Figure 2.6 for an MDP has been derived. The PRISM

model consists of a single module. For each location, a constant of type integer is defined.

For each clock, a variable is defined, with a range from 0 to the maximum value the clock is

compared to plus one, as prescribed by [62]. For each transition, a command [action] guard

→ assignments; is defined as follows: For delay transitions, the action is empty, the guard

comprises the source location, negations of all its urgent transitions’ invariant conditions, and

its enabling condition for the current time plus one; the assignment comprises an increment

by one for each clock. For action transitions, the action label is as in the PTA, the guard

comprises the source location, negations of all its other transitions’ invariant conditions, and

the transition’s invariant condition; the assignment comprises the transition’s clock resets.

For example, consider location count of the PTA. A delay transition from this location is

only allowed when the invariant condition x ≤ 3∧y ≥ 1 is not enabled. As the PTA contains

three clocks, the transition has to increment all of them by one, up to the maximum value

the respective clock is compared to within the PTA, which in this example is represented by
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mdp

// states

const int INIT = 0;

const int COUNT = 1;

const int RESET = 2;

// maximum values clocks are compared plus one

const int MAX_x = 4;

const int MAX_y = 3;

const int MAX_z = 1;

module example

location: [0..2] init INIT;

// clocks

x: [0..MAX_x];

y: [0..MAX_y];

z: [0..MAX_z];

// delay transitions

[] location=INIT & x+1<=2

-> (location’=INIT) & (x’=min(x+1,MAX_x)) & (y’=min(y+1,MAX_y)) & (z’=min(z+1,MAX_z));

[] location=COUNT & !(x<=3 & y>=1) & y+1<=2 & z+1>=0

-> (location’=COUNT) & (x’=min(x+1,MAX_x)) & (y’=min(y+1,MAX_y)) & (z’=min(z+1,MAX_z));

[] location=RESET

-> (location’=RESET) & (x’=min(x+1,MAX_x)) & (y’=min(y+1,MAX_y)) & (z’=min(z+1,MAX_z));

// action transitions

[start] location=INIT -> (location’=COUNT) & (y’=0);

[finish] location=COUNT & x<=3 & y>=1

-> (location’=RESET);

[reset] location=RESET & y=2

-> 0.1: (location’=INIT) & (x’=0) + 0.9: (location’=COUNT) & (x’=0);

endmodule

Figure 2.6: PRISM representation of a Markov decision process obtained from the proba-
bilistic timed automaton in Example 2.11

MAX x for each clock x. This abstraction can be justified as follows: First, all atomic clock

constraints are non-strict comparisons of a single clock and a non-negative integer; therefore

incrementing clocks in steps of one suffices to cover all states of the PTA. Second, clock values

in PTAs are only used for checking clock constraints, which only include values up to MAX x;

thus these comparisons always yield the same result for all values equal or greater than MAX x;

therefore it is sound to limit the maximum value of each clock to the maximum value it is

compared to. Thus the PRISM command representing this transition is the following one:

[] location=COUNT & !(x<=3 & y>=1) & y+1<=2 & z+1>=0

-> (location’=COUNT) & (x’=min(x+1,MAX_x)) & (y’=min(y+1,MAX_y)) & (z’=min(z+1,MAX_z));
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The reward functions of a PTA, which are defined with respect to a location and an action

of the PTA, are translated in a similar way, based on corresponding state and action label

in the PRISM model, respectively.

Timescale abstraction Unfortunately, the integral semantics contributes to the state

explosion problem, as it leads to models of a size exponential in the number of clocks and

the largest constant that the clocks are compared to. In order to cope with that, timescale

abstraction can be used to reduce the size of a model. Alur et al. [5] have shown that the

original model is a refinement of the reduced model as follows:

Proposition 2.18. Let c
def
= a ≤ x ≤ b be an atomic constraint in a timed automaton, with

x a clock and a, b ∈ N. Let L(c) denote the set of all executions of the automaton containing

c.

1. Let k be the greatest common divisor of a and b. Define c
def
= a′ ≤ x ≤ b′ with a′

def
= a/k

and b′
def
= b/k. Let L(c) denote the set of all executions of the automaton containing

c′. Then L(c) ⊆ L(c′).

2. Let a′′ ≤ a and b′′ ≤ b. Define c′′
def
= a′′ ≤ x ≤ b′′. Let L(c) denote the set of all

executions of the automaton containing c′′. Then L(c) ⊆ L(c′′).

They suggest to perform a refinement of the original model in two steps: First, lower

bounds are rounded down and upper bounds are rounded up such that afterwards they have

a large common factor. Following this, all bounds are divided by their greatest common

divisor. This is equivalent to dividing all constants clocks are compared to by the value of

a new time unit and then rounding lower bounds down and upper bounds up. For each of

these operations, the set of all executions of the original model is a subset of all operations

of the modified model. Therefore, the maximum and minimum probabilistic and expected

reachability measures of the reduced model are upper and lower bounds of those for the

original model.

32



2.1.6 Model-checking algorithms

To evaluate whether a DTMC or an MDP conforms to a PCTL specification, we use a set

of algorithmic techniques known as model checking. Our presentation of the model-checking

algorithms follows [9], [84], and [59].

As the model-checking algorithm for DTMCs is analogous to the one for MDPs, we only

present the latter. DTMCs are deterministic and do not have a concept of policies. Thus, the

computations in the DTMC algorithm can usually be obtained from the ones in the MDP

algorithm by removing quantification over policies.

The algorithm takes an MDP M = (S, s̄, A, p, l, r) and a PCTL formula φ as input

and terminates with an output of true if M � φ and false otherwise. Starting from atomic

propositions, the algorithm recursively computes the sets of states satisfying the subformulae

of φ, denoted Sat(φ).

Preliminaries

As MDPs are nondeterministic, determining probabilities and expected rewards requires

computing maxima or minima over all policies – depending on whether the relational operator

1 relates to a lower or upper bound. Let

pmax
s (ψ)

def
= sup

π

{
pπs (ψ)

}
,

pmin
s (ψ)

def
= inf

π

{
pπs (ψ)

}
,

emax
s (X)

def
= sup

π

{
Eπ

s (X)
}
,

emin
s (X)

def
= inf

π

{
Eπ

s (X)
}
.

If 1∈ {<,≤}, then:

Sat(P1p [ψ]) := {s ∈ S | pmax
s (ψ) 1 p},

Sat(R1r [φ]) := {s ∈ S | emax
s (Xφ) 1 p}.
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If 1∈ {≥, >}, then:

Sat(P1p [ψ]) := {s ∈ S | pmin
s (ψ) 1 p},

Sat(R1r [φ]) := {s ∈ S | emin
s (Xφ) 1 p},

For the sake of brevity, we write pmax
s , pmin

s , emax
s , and emin

s to abbreviate pmax
s (ψ), pmin

s (ψ),

emax
s (X), and emin

s (X), respectively.

The remainder of this subsection comprises the computation of Sat(φ) for the differ-

ent cases of PCTL formulae φ. We show the computation of maximum probabilities and

maximum expected rewards, but omit the minimum cases, which are completely analogous.

Propositional formulae

For propositional formulae, the computation of the set of satisfying states is straightforward:

Sat(⊤) := S;

Sat(a) := {s | a ∈ l(s)} for all a ∈ AP ;

Sat(¬φ) := S\Sat(φ);

Sat(φ1 ∧ φ2) := Sat(φ1) ∩ Sat(φ2).

Next-state formulae

In order to compute Sat(P1p [X φ]), we only need to consider direct successor states of s that

satisfy φ, thus we have:

pmax
s (X φ) := max

a∈A

{ ∑
s′∈Sat(φ)

p(s, a)(s′)

}
.

Until formulae

In order to compute Sat(P1p [φ1 U φ2]), we need to compute pmax
s (φ1 U φ2). We first divide

the set of states S into three disjoint subsets. The sets Sno and Syes contain all states with

probability 0 and 1, respectively, and the set S? contains the remaining states. If we are
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interested in pmax
s (φ1 U φ2), we have:

Sno := Prob0A(Sat(φ1),Sat(φ2)),

Syes := Prob1E(Sat(φ1),Sat(φ2)),

S? := S\(Sno ∪ Syes).

The functions Prob0A and Prob1E compute the set of states with probability 0 for all

policies and the set of states with probability 1 for some policy, respectively. They are

calculated using precomputation algorithms (see, for example, [84]).

For s ∈ Sno and s ∈ Syes, pmax
s (φ1 U≤k φ2) is trivially 0 or 1, respectively. For s ∈ S?, the

probabilities are defined recursively. For maximum probabilities, we have pmax
s (φ1 U φ2) =

limn→∞ p
max(n)
s (φ1 U φ2) where:

pmax(n)
s :=



1 if s ∈ Syes

0 if s ∈ Sno

0 if s ∈ S? and n = 0

maxa∈A

{∑
s′∈S p(s, a)(s

′) · pmax(n−1)
s

}
if s ∈ S? and n > 0

.

Bounded-until formulae

The computation of Sat(P1p [φ1 U≤k φ2]) is similar to the case of unbounded-until formulae.

We first divide the set of states S into three disjoint subsets:

Sno := S\(Sat(φ1) ∪ Sat(φ2)),

Syes := Sat(φ2),

S? := S\(Sno ∪ Syes).

For s ∈ Sno and s ∈ Syes, pmax
s (φ1 U≤k φ2) is trivially 0 or 1, respectively. For s ∈ S?, the

probabilities are defined recursively. If k = 0, then pmax
s (φ1 U≤k φ2) = 0. If k > 0, then:

pmax
s (φ1 U≤k φ2) := max

a∈A

{ ∑
s′∈S

p(s, a)(s′) · pmax
s′ (φ1 U≤k−1 φ2)

}
.
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Cumulated-reward formulae

In order to compute Sat(R1r [C
≤k]), we use recursion over k. If k = 0, then emax

s (XC≤k) = 0.

If k > 0, then:

emax
s (XC≤k) := max

a∈A

{ ∑
s′∈S

p(s, a)(s′) ·
(
r(s, a, s′) + emax

s′ (XC≤k−1)
)}
.

Reachability-reward formulae

In order to compute Sat(R1r [Fφ]), we again divide the set of states S into three disjoint

subsets. If we are interested in emax
s (XFφ), we have:

S0 := Sat(φ),

S∞ := Sat(¬P≥1 [trueU φ]),

S? := S\(S0 ∪ S∞).

Similar to the case of unbounded-until formulae, for s ∈ S0 and s ∈ S∞, emax
s (XFφ) is

trivially 0 or ∞, respectively. For s ∈ S?, the expected rewards are defined recursively. For

maximum expected rewards, we have emax
s (XFφ) = limn→∞ e

max(n)
s (XFφ) where:

emax(n)
s :=



∞ if s ∈ S∞

0 if s ∈ S0

0 if s ∈ S? and n = 0

maxa∈A

{∑
s′∈S p(s, a)(s

′)

·
(
r(s, a, s′) + e

max(n−1)
s

)}
if s ∈ S? and n > 0

.

2.1.7 Quantitative analysis

Qualitative properties, that is, properties which evaluate to boolean truth values, can be

expressed in PCTL and used for checking DTMCs and MDPs (as described in Definitions

2.13 and 2.15).

If the outermost operator of a PCTL formula is P1p or R1r, it can be replaced by

an operator that refers to the actual probability or expected reward value, resulting in a
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quantitative property. For MDPs, these values can vary for different policies, and therefore

quantitative operators for MDPs specifically refer to minimum and maximum values over all

policies.

For a state s ∈ S of a DTMC, the new operators P=? and R=? are defined as follows:

P=? [ψ](s)
def
= ps(ψ);

R=? [ϕ](s)
def
= Es(Xφ).

For a state s ∈ S and policies π of an MDP, the new operators Pmin=?, Pmax=?, Rmin=?,

and Rmax=? are defined as follows:

Pmin=? [ψ](s)
def
= inf

π

{
pπs (ψ)

}
;

Pmax=? [ψ](s)
def
= sup

π

{
pπs (ψ)

}
;

Rmin=? [ϕ](s)
def
= inf

π

{
Eπ
s (Xφ)

}
;

Rmax=? [ϕ](s)
def
= sup

π

{
Eπ
s (Xφ)

}
.

The analysis of formulae using these new operators does not require additional computa-

tional effort, as the value of the probability or expected reward in a quantitative formula is

calculated in the same way as in a probability threshold formula.

2.1.8 Complexity

As all temporal operators of PCTL are defined recursively, in the worst case each property has

to be computed for each of its logical operators and for each state of the model. To evaluate

until and reachability-reward formulae for DTMCs, systems of linear equations (in the worst

case, one for each state), have to be solved. For MDPs, linear optimisation problems (in the

worst case, one equation for each state and each action), have to be solved.

Thus, the time required for model-checking a PCTL formula against a DTMC or an MDP

is linear in the size of the formula and polynomial in the size of the model [84]. For a DTMC,

the latter is defined as the number of states; for an MDP, it is defined as the number of

nondeterministic choices, that is, |S| · |A|.

The size of the model, that is, the number of its states is exponential in the number
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of variables that comprise each state. Even for relatively simple models, this can result in

intractably large state spaces. This is commonly referred to as the state-space explosion

problem and is considered a major weakness of model checking.

2.1.9 PRISM

There are several probabilistic model checkers, that is, tools that allow to check whether a

given probabilistic model satisfies a given temporal-logic property. The probabilistic model

checker PRISM [60, 80] has been developed at the University of Birmingham, at the Uni-

versity of Oxford, and with many external contributions, since 1999.

For the description of probabilistic models PRISM uses an input language that has been

derived from Reactive Modules [8], a language of process-algebraic expressions. In PRISM,

models are described as the parallel composition of a set of modules, with each module

containing a set of commands describing transitions. Each command consists of an optional

action and boolean formulae over simple arithmetic expressions of variables and constants for

antecedent and consequent. Variables can be local with respect to a module or global with

respect to the whole model. A transition from one state to another corresponds a choice of

all enabled commands. A command is enabled in a state when its antescedent holds and all

other commands with the same action synchronously hold. Depending on the type of model,

the choice of transition is probabilistic, nondeterministic, or both.

In contrast to other probabilistic model checkers, PRISM features state and transition

rewards, quantitative analysis, symbolic data structures, and symmetry reduction. PRISM

has proven to be successful in a wide range of case studies [57, 58, 80].

PRISM supports all types of models and all types of PCTL formulae used in this thesis.

Probabilistic timed automata, under some restrictions, can be directly modelled as Markov

decision processes [27] via the integral semantics. Due to the compositionality property of

the integral semantics [62], a parallel composition of probabilistic timed automata can be

modelled as the parallel composition of their respective Markov decision processes.

To evaluate PCTL formulae for a given DTMC or MDP, PRISM uses graph-theoretical

techniques to analyse reachability and numerical solution techniques to solve linear equation

systems and linear optimisation problems. For linear equation systems, techniques such as Ja-

cobi, Gauss-Seidel, and successive over-relaxation are used; for linear optimisation problems,
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techniques such as value iteration are employed. Detailed presentations of these techniques

can be found, for example, in [59] and [84].

DTMCs and MDPs are usually represented using square, real-valued matrices. Due to the

state-space explosion problem, these matrices are often very large. However, they typically

contain relatively few non-zero entries. In order to exploit this, PRISM manages these

models using a compact data structure called sparse matrices, which stores only non-zero

entries explicitly.

The model-checking algorithms use matrix-vector multiplications much more frequently

than vector-matrix multiplications. Therefore, we use row-major sparse matrics, a variant

where the entries are ordered by row index. The entries of sparse matrices for DTMCs are

stored using separate rows for row index, column index, and value. There are pointers from

each entry in the row-index array to one in the column-index array and from each entry in

the column-index array to one in the value array. In order to represent MDPs, an additional

array for non-deterministic choice is added between row-index and column-index array. More

details about the implementation can be found, for example, in [78].

In order to reduce the memory requirements even further, PRISM supports symbolic

data structures based on binary decision diagrams (BDDs) and in particular a generalisation

of them, multi-terminal BDDs (MTBDDs). PRISM provides a choice of three computation

engines [60]: First, the “MTBDD” engine, which uses a symbolic representation, has the

lowest memory requirements and is most suitable for large models containing a large degree

of regularity. Second, the “sparse” engine, which uses a sparse-matrix representation, is the

fastest engine but has the highest memory requirements and is most suitable for irregular

models. Third, the “hybrid” engine, which uses extensions of MTBDDs, is faster than that

engine and requires less memory than the “sparse” engine.

2.2 Wireless network protocols

In this section, we give a brief overview of wireless network protocols. My presentation

follows [91].

Computer networks can be classified using different criteria, most importantly transmis-

sion technology and scale. In terms of transmission technology, one distinguishes broadcast
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links and point-to-point links. With broadcast communication, each message sent by one

node is received by all node of the network, while with point-to-point communication, each

message is received by exactly one receiver.

In wireless networks, all transmissions are via broadcast, and they are received by all net-

work node that are listening to the channel and located within sufficient range to distinguish

the transmitted signal from background noise. This depends on characteristics of the channel

(for instance, medium), properties of the sender’s radio (for instance, signal strength), and

properties of the receiver’s radio (for instance, receiver sensitivity).

With respect to scale, different types of networks are distinguished by their communica-

tion range. For wireless networks, Table 2.1 shows the relevant classes and the respective

communication standards. The lowest range have wireless personal area networks (WPANs)

Range Category Communication standards
1 m wireless personal area networks Bluetooth, IEEE 802.15.4, ZigBee
1 km wireless local area networks IEEE 802.11
1000 km wireless wide area networks GSM, UMTS, LTE, IEEE 802.16

Table 2.1: Classification of wireless networks with respect to scale [91]

with a few metres; the main WPAN communication standards are Bluetooth, IEEE 802.15.4,

and ZigBee. A higher range have wireless local area networks (WLANs) with up to several

hundred metres; the main WLAN communication standard is IEEE 802.11. The highest

range have wireless wide area networks (WWANs) with up to 1,000 kilometres; the main

WWAN communication standards are GSM, UMTS, LTE, and IEEE 802.16 (WiMAX).

2.2.1 Medium access control

Network protocols can be distinguished by the approaches they use for medium access control,

that is, to regulate which node may transmit data at any given time. Rana et al.’s paper [82]

provides a good overview of existing mechanisms and distinguishes three types of schemes. In

random access schemes (for instance, IEEE 802.116 and ALOHA7), the medium is accessed

randomly whenever required, usually employing a contention resolution mechanism such as

CSMA-CA. In scheduled access schemes (for instance, STDMA8 and CATA9), access to the

6IEEE 802.11 is a standard for wireless local area networks.
7ALOHA is not an acronym but stands for the protocol’s origin at the University of Hawaii and is described

in [1].
8STDMA stands for Self-Organized Time Division Multiple Access and is described in [40].
9CATA stands for Collision Avoidance Time Allocation and is described in [92].
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medium follows a pre-determined schedule. There also exist several hybrid access schemes

(for instance, ADAPT10 and Z-MAC11), which combine elements of both scheduled and

random access.

For scheduled and hybrid access schemes, the underlying time schedule splits time into

slots. In each slot, at most one node in the network is allowed to transmit. An agreed set

of mechanisms for managing and allocating slots to network nodes is called slot allocation

protocol. Slot allocation protocols where allocation is based not just on fixed schedules and

pure randomness, but also depends on the behaviour of network nodes, are called dynamic.

In dynamic slot allocation protocols, the way in which nodes actively influence the allo-

cation of time slots is called policy. Each node uses a policy to control when requests are

made or acknowledged. Policies can be deterministic, nondeterministic or even random. If

a policy takes into account contextual factors, it is called adaptive. The main purpose of

adaptive policies is to optimise bandwidth usage.

2.2.2 Flooding and gossiping

An important task in wireless networking is routing, that is, transporting transmitted data

packets from the sender to its destination. This involves using intermediate nodes to receive

and forward data. In order to choose suitable paths through the network, the network

topology is usually taken into account.

A very simple routing mechanism for wireless networks is flooding, where each node

broadcasts each incoming packet to each other node. This involves a lot of redundancy

and is therefore unwanted for many applications, but very useful for others such as wireless

networks with frequently unavailable nodes, unknown topologies, or unreliable transmissions.

There exist several variants of flooding, which use mechanisms to limit the retransmission

of packets, for example by imposing a maximum number of retransmission for each packet or

by logging the packets retransmitted by each station. Variants that resemble communication

in social networks, especially periodic exchanges of data where messages are forwarded with a

certain probability, are referred to as gossip protocols [35, 55], although flooding and gossiping

are often used synonymously.

10ADAPT stands for A Dynamically Adaptive Protocol for Transmission and is described in [74].
11Z-MAC stands for Zebra MAC and is described in [83].
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2.3 Discrete-event simulation

In this section, we give a brief introduction to discrete-event simulation, its application to

wireless networks, and the tool Castalia.

Simulation [10, 14] is a non-formal method for the automatic validation and quantitative

analysis of systems. Its objective is, based on a mathematical model of a system that can be

controlled by parameters and initial conditions, to generate representative scenarios for the

systems’s behaviour. The quantitative properties that can be analysed are simpler than those

that can be analysed using probabilistic model checking. Alternatively to simulating a whole

system it is also possible to simulate only a subset of a system’s components, for example

stimuli of some inputs. Simulation is widely used in many areas of science, technology,

economics, and others.

Simulation is preferred over analytical methods where a complete enumeration of all

model states is prohibitive, where obtaining a compact mathematical representation or its

solution is infeasible, and where modelling assumptions of analytical models can lead to

inaccurate results. However, the results of simulation-based analyses are only as good as

the model and the data used. Simulation results are only correct for the simulation runs

conducted, while model checking results are correct with respect to the full behaviour of the

model. Establishing reliable results usually requires several simulation runs, and, depending

on the complexity of the model and the number of variables to be optimised, the resource

requirements can be very high.

In discrete-event simulation [14], a simulation run is described by the state of the model

at discrete time steps, where state changes are called events. Discrete-event simulation

requires a clock, a set of pending events, random-number generators, ending condition, and

statistics/reporting.

2.3.1 Monte-Carlo simulation

Monte-Carlo simulation [10] is a simulation method that uses sampling of probability dis-

tributions to determine input parameters of a simulation. For stochastic processes that are

very large or very complex, Monte-Carlo simulation is often still feasible when other analysis

are not viable.
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2.3.2 Wireless-network simulation

Wireless networks often consist of many components and their complex interactions. Network

simulators [38] can typically represent the network topology and properties of nodes, as well as

links and traffic between nodes. Often, hierarchies of nodes (for example, masters and slaves),

types of nodes (for example, hubs and routers), and protocol details can also be specified.

The traffic between nodes is usually described by environment parameters and probability

distributions. Models for the wireless channel may include fading, loss, interference, and

mobility. Models for the radio may include reception probability (based on transmission

power, reception sensitivity, modulation type, medium/environment, power consumption,

delay).

Wireless networks simulators are usually based on discrete-event simulation. Three of

the most widely used wireless-network simulators are ns-2 [76], OPNeT Modeler [77], and

GloMoSim [68]. All three are based on discrete-event simulation.

As the main objective of simulation is the generation of realistic scenarios for a system’s

behaviour, the quality of wireless-network simulators varies. Several general weaknesses of

wireless-network simulators have been shown in the literature [20, 35, 52]. Their underly-

ing mathematical models are often non-transparent, unrealistic, and not validated against

empirical data. Consequently, simulation results vary widely between different simulators

and also compared to field experiments [35, 77]. Furthermore, simulators generally do not

adequately support nondeterminism, which is sometimes interpreted probabilistically, again

leading to unrealistic results.

Cavin et al. [20] say that a good wireless-network simulator has to be able to represent

realistic protocols that include interaction over more than one network layer, to use realistic

parameters for connectivity, power ranges, and mobility schemes, and to use realistic initial

conditions. For a simple algorithm where each node just forwards each message received for

the first time to its neighbours, they report that the three simulators ns-2, OPNeT Modeler

and GloMoSim all produce “very different” and “barely comparable” results. As a general

reason for the lack of comparability, the authors establish the different subsets of conceivable

environment parameters and possible abstractions used by each implementation of a wireless-

network simulator. However, other reasons mentioned include individual weaknesses of the
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simulators, such as the cumbersome requirement in OPNET Modeler to define each feature as

a finite state machine, missing documentation, inconsistent code, unavailability of generalised

analysis tools, a steep learning curve in ns-2, and particular difficulties to model protocols

over multiple network layers in GloMoSim. The authors also note that, in each new release

of one of these simulators, new errors in the implementation of lower network layers are

corrected, even for such elementary network protocols such as IEEE 802.11.

Kotz et al. [52] criticise the use of unrealistically simple assumptions in the radio models

of many simulators, such as “the world is two dimensional”, “a radio’s transmission area is

roughly circular”, “all radios have equal range”, “if I can hear you, you can hear me”, “if

I can hear you at all, I can hear you perfectly”, and “signal strength is a simple function

of distance”. Realistic features such as hills, obstacles, link asymmetries, and unpredictable

fading are often ignored. The authors recommend the use of asymmetric links, better explo-

ration of model parameters, and the consideration of hills and valleys. More generally, they

recommend the validation with real input data, and supporting the use of the real system’s

code in simulators. Models should be compatible with different environments and optimally

combine physical and link layer.

Fehnker and Gao [35] combine probabilistic model checking (PRISM) with Monte-Carlo

simulation (MATLAB) for a comparative study of simple gossip protocols. While model

checking gave very precise performance results for small networks, simulation was able to

show performance effects of large networks with sufficient detail.

Zuniga and Krishnamachari [102] describe state-of-the-art models for wireless channel

and radio, which have been successfully validated against empirical data. In particular,

connectivity is not just considered discretely (with the states disconnected and connected),

but also the transitional region between them, which is critical for the modelling of unreliable

links, has been represented very realistically.

2.3.3 Castalia

The wireless network simulator Castalia [15, 79] has been developed at National ICT Aus-

tralia since 2006. It has been implemented in the simulation framework OMNeT++. In

contrast to other wireless network simulators, Castalia features a more realistic channel and

radio model [86, 102]; flexible modelling of physical processes; device noise, bias, and power
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consumption; node clock drift; resource monitoring (for example memory and CPU time);

and implementations of several MAC and routing protocols. It is not aimed at specific ap-

plications or for simulating or emulating specific code, but as a generic platform for the

validation of algorithms.

Castalia’s channel model represents fading phenomena more realistically, including the

temporal variation of fading. It uses lognormal shadowing model12 [102] to model average

path loss and utilises empirically measured data to model the temporal variation of path

loss.

Castalia’s radio model dynamically calculates packet reception probabilities depending

on interference and transmission power at runtime.

In order to simulate a network protocol using Castalia, a description of the protocol in

NED (the input language of OMNeT++) and an implementation of its behaviour in C++

are needed. To date, Castalia already supports a range of different network protocols.

2.4 A sample device

In this section, we provide information about a wireless communication device, which is

referred to in the Chapters 4, 5, and 6.

In order to reason about energy consumption of a device, it is necessary to have reli-

able data about the device’s power states and transitions. In this thesis, we have studied

energy characteristics on the example of the IEEE 802.15.4/ZigBee transceiver device Texas

Instruments CC2520, which we have modelled using information from its datasheet [49].

This device provides two power states for receiving, one for transmitting, and three for

the radio turned off, as shown in Tables 2.2 and 2.3. The transition times are explicitly

Operation mode Typical power consumption

receiving (waiting for synchronisation) 66.9mW

receiving (receiving frame) 55.5mW

transmitting 77.4mW

active mode 4.8mW

low-power mode 1 (keeping state) 525µW

low-power mode 2 (not keeping state) 90nW

Table 2.2: Power levels of Texas Instruments CC2520 [49]

12In the literature, the lognormal shadowing model is also referred to as “log-distance path loss model”.
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Operation mode Time

low-power mode 2 → AM 0.3ms

low-power mode 1 → AM 0.2ms

active mode → RX 192µs

active mode → TX 192µs

receiving → TX turnaround 192µs

transmitting → RX turnaround 192µs

Table 2.3: Timing behaviour of Texas Instruments CC2520 [49]

stated in the datasheet. The power level P of each power state has been calculated from the

default supply voltage V of 3.0 volt and the state’s current consumption I, using Joule’s law

as P = V · I.
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Chapter 3

Combining simulation and model

checking for wireless sensor

networks

In this chapter, we explore ways of combining simulation and probabilistic model check-

ing in order to improve the design of wireless sensor networks (WSNs) and their protocols.

Algorithms for automated generation of models for both analysis methods have been devel-

oped and implemented in a tool, which has been successfully applied to different scenarios of

flooding and gossip protocols. This work has been carried out jointly with Annabelle McIver,

Ansgar Fehnker, and Athanassios Boulis.

Previously, Fehnker and Gao [35] had proposed to build a formal model and a simulation

model from the same description and apply both model checking and Monte-Carlo simulation,

in order to obtain more realistic results than with current approaches.

The work on the modelling framework has previously been published at MeMoT 20071

[33] and as a book chapter in the Lecture Notes in Computer Science series [34]. The

graphical specification tool CaVi has been presented at NICTA Techfest 2007 [32] and at

QEST 20082 [16]. These presentations have been extended by a new, more detailed example

of the theoretical framework and the tool.

1MeMoT 2007 stands for the Workshop on Methods, Models and Tools for Fault Tolerance at the 7th
International Conference on Integrated Formal Methods (IFM 2007).

2QEST 2008 stands for the 5th International Conference on the Quantitative Evaluation of Systems.
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Formal methods provide powerful specification formalisms and exhaustive analysis (exact

results with respect to models), for example, via model checking, but suffer from state space

explosion.

Simulation supports larger models, but its semantics is often non-transparent or unintu-

itive (cf. Section 2.3.2). Its analysis is non-exhaustive and costly due to the high number of

simulation runs required.

We present the graphical specification tool CaVi, which can generate PRISM models and

perform Monte Carlo simulation of Castalia models, based on a uniform description and a

generic model template for each tool. It uses realistic wireless communication models and, if

the translation to PRISM is used, has a clear, formal semantics. The model size depends on

the analysis mechanism used. Analyses are exhaustive if the analysis tool used is PRISM.

Monte Carlo simulation of PRISM models relies on the clear semantics available via CaVi

and PRISM, but keeps models small and simple, thus further reducing the verification time.

This chapter is divided into four sections. The next section introduces different inter-

ference models and the analytical model for modelling wireless communication. Section 3.2

describes the graphical specification tool CaVi and its coupling to the probabilistic model

checker PRISM and the wireless-sensor-network simulator Castalia. Section 3.3 demonstrates

the modelling framework and the tool on an example. Section 3.4 concludes this chapter.

3.1 Modelling wireless communication

One of the main weaknesses of both formal and non-formal approaches in wireless-network

modelling is the use of oversimplified communication models, which lead to unrealistic anal-

ysis results. Wireless communication has two main aspects: channel and radio. Hereafter,

the term radio refers to the physical properties of sending and receiving hardware, includ-

ing transmission power levels, reception sensitivity, modulation type, and data rate. The

term channel refers to properties of the transmitted signals such as signal strength, fading,

loss, and interference; it also includes physical properties of the environment that influence

signal transmission, including noise bandwidth, obstacles between sender and receiver, and

asymmetric links.
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3.1.1 Interference models

Interference models describe whether a message transmitted by a station in a wireless network

can be received by another station of that network. This depends on various factors relating

to channel and radio, including geographical positions and signal strengths of sending and

receiving stations.

In order to illustrate this, we consider simple networks of two stations that start trans-

missions at the same time. Let us assume that the physical properties of the stations’ radios

are identical (that is, data rate, signal strength, receiver sensitivity, etc., are equal for all of

them). Let us also assume that the channel is uniform (that is, background noise, fading,

etc., are the same for the whole network). Figure 3.1 shows three different scenarios. A

(a)

(b)

(c)

Figure 3.1: Scenarios of sending and receiving stations

single receiving station with equal distance to each sending station (Figure 3.1(a)) receives

both sending stations’ transmissions at the same signal strength and is thus unable to distin-

guish them using this measure. A single receiving station with asymmetric distances to the

sending stations (Figure 3.1(b)) receives Sender1’s transmission with a higher signal strength
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than Sender2’s transmission, thus could decode Sender1’s message by regarding Sender2’s

transmission as noise. When there are two receiving stations (Figure 3.1(c)), the interference

situation is identical to the previous one. Note that interference also takes place when there

is only one station sending and the receiver has to distinguish that station’s transmission

from the background noise.

Hence, whenever two stations in a wireless network transmit at the same time, these

transmissions interfere. There are two common models for interpreting this. The first one is

the collision-free model : it represents the best-case assumption that collisions never occur.

The second one is the collision model : it represents the worst-case assumption that collisions

always occur. More realistic models take into account the different sources of interference

as well as the capabilities of the receiver. In the so-called additive-interference model, a

collision occurs when a receiving station cannot clearly distinguish between a signal and noise

(depending on topology, number and strength of incoming transmissions, and sensitivity of

reception).

In all models, sending and receiving stations do not directly notice whether collisions

occur. Nevertheless, they can conclude this if acknowledgements for sent messages are part

of the communication protocol.

3.1.2 An analytical model for channel and radio

One of the best analytical models for wireless communication has been developed by Zuniga

and Krishnamachari [102] and empirically validated by Seada et al. [86]. In this additive-

interference model, the probability that a node receives a message depends on various pa-

rameters of both channel and radio. In the remainder of this subsection, we follow the

presentations in [34] and [102]. Most of the formulae have previously been published in [34].

We first introduce abstractions for the wireless channel. In order to describe the rate at

which the quality of a radio signal decreases after its propagation, we used the established

lognormal shadowing model. The power of a received signal depends on the power of the

transmitted signal and the power lost during transmission; in wireless networks, the latter

is commonly referred to as path loss. The path loss is influenced by the distance between

sender and receiver and the environmental factors such as propagation medium, terrain, and

obstacles.
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Let i and j be two nodes in an arbitrary network, located a distance d(i, j) apart from each

other; let txj be the transmission strength of node j in decibel. Let d0 be a reference distance;

let PL(d0) be the path loss in decibel at this reference distance, representing a generic quality

loss due to a signal transmission. Let PLE be the path loss exponent, describing the change

in signal strength with respect to distance.

According to the definition of the unit decibel, the ratio in decibel (dB) vdB of a value v to

a reference value v0 is given as ten times the decadic logarithm, that is, vdB
def
= 10 log10(d/d0).

As all quantities in this formula are given in decibel, the distance-dependent path loss in

decibel is computed as ten times the decadic logarithm of the distance ratio d(i, j)/d0.

Definition 3.1. The signal strength for a received message in decibel is defined as

rxdBi,j
def
= txj − PL(d0)− 10PLE log10(d(i, j)/d0).

From this, the power at the receiver can be computed by

rxi,j
def
= 10rxdBi,j/10. (3.1)

The background noise comprises the constant noise nbgN inherent to the channel and

the noise originating from neighbouring nodes’ transmissions. Let sendi be a function that

returns 1 if node i is transmitting a message and 0 otherwise.

Definition 3.2. The background noise at receiver i with respect to a message transmitted

by j is defined as

bgNi,j
def
= nbgN +

∑
k ̸=i,j

rxi,k · sendk.

The quality of an incoming signal with respect to existing noise at the receiver is com-

monly described using the signal-to-noise ratio, which is formulated as the ratio of received-

signal strength to background noise as follows.

Definition 3.3. The signal-to-noise ratio for a transmission from j to i is defined by

SNRi,j
def
=

rxi,j
bgNi,j

.
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In order to compute link probabilities, abstractions for the wireless radio need to be

computed. Let nDR be the data rate, nBW be the noise bandwidth, and f be the frame

size in bits. For FSK modulation, the probability for a bit error is known [102] as 1
2 ·

e−
1
2
·nBW
nDR

SNRi,j ). Consequently, the threshold-free reception probability for a message of length

f transmitted from j to i can be computed by

snr2prob(SNRi,j) = (1− 1

2
· e−

1
2
·nBW
nDR

SNRi,j )8f . (3.2)

According to the interference model by Zuniga and Krishnamachari [102], messages can-

not be distinguished from background noise if the signal-to-noise ratio is below a given

threshold, which is specific to data rate, noise bandwidth, frame size, and modulation type;

in this case, the reception probability of a message is zero. Let nTP be the minimum packet-

reception probability, that is, if the probability to receive a message of length f is less than

nTP , it is assumed that the receiver cannot distinguish it from background noise.

Definition 3.4. For FSK modulation, the signal-to-noise-ratio threshold is defined by

∆i,j
def
= −2

nDR

nBW
ln

(
2(1− nTP

1
8f )

)
.

Finally, considering the signal-to-noise-ratio threshold and the threshold-free reception

probability, the respective reception probability for i receiving a message from j is given by

precvi,j
def
=


0 if SNRi,j < ∆i,j

snr2prob(SNRi,j) otherwise

. (3.3)

As the computation of the probability precvi,j considers transmissions from nodes other

than j as noise, it is a conditional probability. In particular, it is not possible to have

precvi,j > 0 and precvi,k > 0 with j ̸= k. Thus the probability Pi that i receives a message

from any other node can simply be computed by

Pi =
∑
j ̸=i

precvi,j · sendj . (3.4)

52



3.2 Interfacing wireless communication models with simula-

tion and probabilistic model checking

3.2.1 The graphical specification tool CaVi

The wireless communication models presented in the previous section have been integrated

into a new tool for graphical specification of wireless networks: CaVi, which stands for

“Castalia visualiser”. CaVi has been implemented in the programming language Java. The

representation of nodes, networks, and other relevant entities is based on data structures

from the Java Collections Framework (such as lists, sets, trees, and queues). The graphical

user interface is based on the Java Swing toolkit. In order to store nodes and networks as

well as parameters of channel and simulation environment, XML representations are used.

In order to read and write model files and result files of Castalia ad PRISM, parsers based

on regular expressions are used.

Based on functionality of PRISM and Castalia, CaVi provides several features to increase

efficiency and correctness in design and analysis of wireless sensor networks. Moreover, it

can automatically generate models for PRISM and Castalia from graphical specifications of

wireless sensor networks.

In the design stage, new networks can be created and modified in a drag-and-drop fash-

ion. Besides the graphical specification of nodes’ geographical positions, several performance

measures can be visualised on-the-fly during specification of a network, most importantly

worst-case and best-case reception probabilities, which are calculated using Equation 3.3. In

the analysis stage, simulation and model-checking of the specified networks can be performed

and the results can be visualised.

Figure 3.2 shows some of CaVi’s visual capabilities. In Figure 3.2(a), the top-left node has

been selected such that its reception probability with respect to messages sent by each of the

other nodes is indicated by green, yellow, and red colours (corresponding to high, medium,

and low, respectively). In Figure 3.2(b), the step-by-step simulation mode is shown; it can be

seen that the bottom-left node is sending to all other nodes except the top-right one, which

is out of range; the reception quality for each individual link is highlighted by the thickness

of the respective arrow and by a percentage value.

Given the graphical representation of a wireless sensor network, aspects of realistic chan-
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(a) (b)

Figure 3.2: Visualisation of performance indicators in CaVi (taken from [34])

nel models such as distance and density can be intuitively specified using just graphical

means. Aspects of realistic radio models such as transmission power and reception sensitiv-

ity are beyond the capabilities of the graphical user interface. However, they can be easily

specified using separate dialog boxes; this includes parameters of individual nodes, whole

networks, and the environment.

For the first time, realistic wireless channel and radio models based on [102] have been

integrated into probabilistic model checking in [33]. By automatically generating PRISM

models for flooding and gossip protocols, CaVi removes the hitherto lengthy and error-prone

tasks of computing and incorporating probabilistic abstractions into existing models. For

other protocols, which are not yet supported directly by CaVi, the remaining manual modi-

fications are much smaller and less expensive when using CaVi than without. With Castalia,

a powerful discrete-event simulator specifically designed for wireless sensor networks, many

critical issues (such as suboptimal node distances or collision-prone network topologies) can

already be identified at the design stage, and model-checking results can be validated quickly.

Figure 3.3 shows how CaVi, Castalia, and PRISM are connected to each other. A typical

workflow for developing a new wireless sensor network may consist of the following steps:

first, CaVi is used to define a graphical specification of the network. Afterwards, static as-

pects of the design (that is, assigning the geographical positions of the nodes and physical

parameters of the radio) can be validated using the visual performance indicator provided.

Dynamic aspects such as execution details of the protocol can be validated using the in-

tegrated simulation with Castalia. Following this, a PRISM model for a specific protocol
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Figure 3.3: Interconnection of CaVi with PRISM and Castalia (based on Figure 8 from [34])

can be generated from an existing template (to date, flooding and gossiping are supported).

Finally, PRISM can be used for further, formal analysis.

The latest version of CaVi can be obtained from National ICT Australia. Older versions

are also available at https://cgi.cse.unsw.edu.au/~formalmethods/wiki/pewna/index.

cgi/TasteOfResearch.

3.2.2 Translation to PRISM

In order to use the probabilistic model checker PRISM for the analysis of a wireless network

specified via CaVi, a generic PRISM model is instrumented with the presented probabilistic

abstractions for wireless channel and radio. For the computation of concrete values for these

abstractions, all relevant channel and radio parameters of the network, for example signal

strength and reception sensitivity, as well as the geographical positions of all nodes, are taken

into account.

The basic generic PRISM model used for all the protocols is as follows:

const recvpi

module nodei

activei: [0..1] init 1;

sendi: [0..1] init 0;

[tick] sendi=0 & activei=1 -> recvpi: (sendi’=1) & (activei’=1)
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+ (1-recvpi): (sendi’=0) & (activei’=1);

[tick] sendi=1 & activei=1 -> sendi’=0 & activei’=0;

[tick] activei=0 -> sendi’=0 & activei’=0;

endmodule

For each node i, a module nodei is included. When the variable activei equals 0, the node

is inactive and can only listen but not send; if it equals 1, the node is active and can both

listen and send. If node i has received a message to be forwarded, the variable sendi equals

1; otherwise, it equals 0. In this model, all nodes receive and attempt to forward messages

synchronously with the action tick. At each point in time, the probability that node i

receives a message to be forwarded is given by the constant recvpi. Note that CaVi can also

generate models where sending takes places asynchronously, which will be used in Chapters

4 and 6. For a discussion of synchronous versus asynchronous communication links, also see

[16].

As not all arithmetic functions used in our analytical model are available in PRISM,

we use precomputed constants for most parameters except for the reception probabilities

precvi,j , which are conditional probabilties and thus are realised using PRISM’s formula

construct.

First, the signal strength for a received message rxi,j is denoted in the PRISM model by

linRxSignal j i, and appears as a constant declaration for each pair of nodes. For example,

for nodes 1 and 2, we have:

const double linRxSignal_2_1 = 3.162277660168379E-7;

Second, the signal-to-noise ratio SNR(i, j) is denoted snr j i, and appears as a formula

declaration for each pair of nodes. For example, for nodes 1 and 2 in a four-node model, we

have:

formula snr_2_1 =

(linRxSignal_2_1*send2)/(linRxSignal_0_1*send0 + linRxSignal_3_1*send3 + 1.0E-10);

Third, the reception probability precvi,j is denoted Preceive j i, and appears as a for-

mula declaration for each pair of nodes. For example, for nodes 1 and 2, we have:
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formula Preceive_2_1 = func(max,0,(snr_2_1>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_2_1)), 8 * 25):0);

Fourth, the probability Pi that a node i receives a message from any other node is denoted

recvpi, and appears as a formula declaration for each node. Here, we take the precaution of

ensuring that the sum does not exceed 1, which sometimes happens due to rounding errors.

For example, for node 1, we have:

formula recvp1 = func(min,1,Preceive_0_1+Preceive_2_1+Preceive_3_1);

3.2.3 Translation to Castalia

In order to use the wireless-network simulator Castalia for the analysis of a wireless network

specified via CaVi, all relevant channel and radio parameters of the network, for example

signal strength and reception sensitivity, as well as the geographical positions of all nodes

are exported into parameter files for Castalia. Depending on the network protocol that shall

be simulated with Castalia, the respective C++ implementation is chosen.

Castalia executes a given protocol description for a given network by performing a

discrete-event simulation. This involves generating sequences of events that are valid with

respect to Castalia’s implementation of the protocol. For the simulation of the channel

and radio model, as well as for random choices required by protocols, random numbers are

generated to guide probabilistic choices.

3.3 Example

Using the example of a simple generic gossip protocol, we demonstrate how the modelling

framework and the graphical specification tool CaVi are used.

First, models are specified graphically in a drag-and-drop fashion using CaVi, see Figure

3.4a. Then parameters of the nodes, the network, and the simulation engine are chosen in

separate dialogs, as in Figure 3.4b for the default node behaviour.

During the graphical specification of a network, an instant visualisation of best-case and

worst-case reception probabilities, based on the underlying analytical model from Section

3.1.2, is available, as shown in Figure 3.4.

57



(a) Model specification in CaVi (b) Example for node parameterisa-
tion

Figure 3.4: Instant visualisation of reception probabilities in CaVi

Under the simulation tab, the simulator Castalia can be invoked, and traces from its runs

can be stepped through, as demonstrated in Figure 3.5.

From the CaVi model, the following PRISM model is generated.

nondeterministic

const double PsendingNode0 = 1.0;

...

const double PsendingNode9 = 1.0;

const double linRxSignal_0_1 = 5.598171297424829E-9;

const double linRxSignal_0_2 = 3.0939947607558865E-7;

const double linRxSignal_0_3 = 4.204565781341186E-8;

58



Figure 3.5: Visualisation of simulation results in CaVi

...

const double linRxSignal_1_0 = 5.598171297424828E-8;

const double linRxSignal_1_2 = 2.0350724876354692E-7;

const double linRxSignal_1_3 = 2.4061187321421144E-8;

...

const double linRxSignal_9_8 = 1.250076735937101E-5;

formula snr_0_1 = (linRxSignal_0_1*send0)/(linRxSignal_2_1*send2 + linRxSignal_3_1*send3

+ linRxSignal_4_1*send4 + linRxSignal_5_1*send5 + linRxSignal_6_1*send6

+ linRxSignal_7_1*send7 + linRxSignal_8_1*send8 + linRxSignal_9_1*send9 + 1.0E-10);

...

formula snr_9_8 = (linRxSignal_9_8*send9)/(linRxSignal_0_8*send0 + linRxSignal_1_8*send1

+ linRxSignal_2_8*send2 + linRxSignal_3_8*send3 + linRxSignal_4_8*send4

+ linRxSignal_5_8*send5 + linRxSignal_6_8*send6 + linRxSignal_7_8*send7 + 1.0E-10);

formula Preceive_0_1 = func(max,0,(snr_0_1>=2.059654263000424)?func(pow,(1-0.5

*func(pow,2.71828,-0.5 *3.0 * snr_0_1)), 8 * 25):0);

...

formula Preceive_9_8 = func(max,0,(snr_9_8>=2.059654263000424)?func(pow,(1-0.5

*func(pow,2.71828,-0.5 *3.0 * snr_9_8)), 8 * 25):0);

formula recvp0 = func(min,1,Preceive_1_0+Preceive_2_0+Preceive_3_0+Preceive_4_0+Preceive_5_0

+Preceive_6_0+Preceive_7_0+Preceive_8_0+Preceive_9_0);

...

formula recvp9 = func(min,1,Preceive_0_9+Preceive_1_9+Preceive_2_9+Preceive_3_9+Preceive_4_9

+Preceive_5_9+Preceive_6_9+Preceive_7_9+Preceive_8_9);
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module node0

active0:[0..2] init 1;

send0: [0..1] init 0;

[tick] send0=0&active0=1 -> PsendingNode0:(send0’=1)&(active0’=1)

+(1-PsendingNode0):(send0’=0)&(active0’=0);

[tick] send0=1&active0=1 -> send0’=0&active0’=0;

[tick] active0=0 -> send0’=0&active0’=0;

endmodule

...

module node9

active9:[0..2] init 1;

send9: [0..1] init 0;

[tick] send9=0&active9=1 -> recvp9*PsendingNode9:(send9’=1)&(active9’=1)

+ recvp9*(1 -PsendingNode9):(send9’=0)&(active9’=0)

+ (1 - recvp9):(send9’=0)&(active9’=1);

[tick] send9=0&active9=1 -> recvp9*PsendingNode9:(active9’=2)

+ recvp9*(1 -PsendingNode9):(send9’=0)&(active9’=0)

+ (1 - recvp9):(send9’=0)&(active9’=1);

[tick] send9=1&active9=1 -> send9’=0&active9’=0;

[tick] active9=0 -> send9’=0&active9’=0;

[tick] active9=2 ->active9’=2;

[] active9=2 ->send9’=1&active9’=1;

endmodule

The generated PRISM model follows the structure described in Section 3.2.2. Constants have

been declared for signal strengths, signal-to-noise ratios, and reception probabilities according

to the specified network topology, the chosen parameter values, and the underlying analytical

model.

3.4 Conclusion

We have presented an analytical framework and a graphical specification tool for uniform

modelling and analysis of wireless sensor networks. This is the first framework that has

used realistic wireless channel and radio models in conjunction with probabilistic model
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checking. The visualisation of performance measures based on on-the-fly computations and

the integration of simulation and model checking tools have greatly improved design and

analysis of wireless sensor networks. Owing to the uniform wireless communication models

used, the PRISM model can automatically be enriched with realistic interference models,

and even large models can quickly be validated using Castalia.

However, the analysis of PRISM models from wireless sensor networks specified in CaVi is

limited to a network size of about 20 nodes (depending on topology and protocol). For larger

networks, PRISM is unable to process the code of the generated model and thus building

a state-transition model is not possible. This is due to the large size of the model code,

with the number of lines being quadratic and the length of each line being linear in the

number of nodes, thus the model being cubic in the number of nodes. For the future, two

approaches seem promising to resolve this issue: first, adding support for more generic user-

defined formulae and arithmetic functions or even for a powerful metalanguage such as XRM

[26] to PRISM is likely to alleviate the parsing problem; second, implementing an improved

mechanism for parsing model code and building models is likely to overcome further building

problems for the large but generic models CaVi produces.

While probabilistic model checking is generally limited to the analysis of small models,

it is able to analyse the precise impact of individual network parameters. Instead, Castalia

would need many runs to reach an accuracy easily achievable with formal methods, but it

can quickly predict general trends about the behaviour of large networks and protocols.

In order to improve the feasibility of probabilistic model checking, further work on ab-

straction and refinement is needed, in particular to exploit symmetries in networks where

many nodes have similar physical properties or execute the same protocol.

With the continuing use of CaVi, it would be beneficial to establish an equivalence be-

tween CaVi/Castalia specifications on one hand and PRISM models on the other hand. A

unifying language for describing these models, for example based on McIver’s approach for

action systems [70], applied to this study in [34], might be appropriate for this.

Also, the wireless communication models used should be validated through further field

experiments, simulation, and analytical work.
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Chapter 4

Semi-formal analysis of spatial

properties for wireless sensor

networks

In this chapter, we present a methodology for modelling and analysing spatial properties of

wireless sensor networks. Based on the realistic wireless channel and radio models presented

in Chapter 3, we analyse performance and energy properties for different network topologies

and sizes. We also evaluate the suitability of probabilistic model checking for the analysis of

spatial properties.

The aims of this study are as follows: first, to show the feasibility of the approach

presented in Chapter 3; second, to demonstrate its effectiveness in systematically assessing

different network topologies; and, third, to develop robust and reliable spatial models that can

be used to enhance classic, non-interference models for quantitative analysis of the protocols

studied in Chapters 5 and 6.

This work extends the hybrid approach presented in Chapter 3 to the broader analysis

of spatial characteristics of wireless sensor networks. We consider both performance and en-

ergy properties of network topologies and present a methodology for comparing the quality

of forwarding topologies for gossip protocols. For this purpose, we take the gossip protocol

included in CaVi and compare the effect of different network topologies and parameterisa-

tions.
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On the example of the IEEE 802.15.4/ZigBee transceiver Texas Instruments CC2520,

the impact of network topology on energy properties (energy consumption, battery lifetime,

network lifetime) has been studied. Using our tool CaVi, spatial characteristics of networks

as well as advanced physical characteristics of individual network nodes such as transmission

power level and reception sensitivity have been modelled.

This chapter is divided into three sections. The next section describes the network topolo-

gies considered, modelling assumptions made, and the adaptation of the wireless channel and

radio models from Chapter 3. Section 4.2 describes experiments performed and discusses their

outcomes. The last section concludes this chapter.

4.1 Modelling

This section describes the models analysed in this study. It describes network topologies,

wireless channel and radio configuration, modelling assumptions, and the process of obtaining

input models for the probabilistic model checker PRISM.

For each network topology and each node distance, a model was specified graphically

within CaVi, including physical properties of nodes and network, which CaVi supports as

model parameters.

For the interactive evaluation of different network topologies, Castalia features integrated

in CaVi were used to simulate the respective networks. This included the computation of

simulation runs for different routing scenarios and their instant visualisation in CaVi (as

shown in Figure 3.5). This way, the suitability of network layouts with respect to reception

probabilities, routing paths, and energy consumption, could be determined quickly.

As Castalia uses C++ implementations for all protocols, the semantics of which cannot

easily be compared with those of the PRISM models we intended to use, we did not further

use the simulation capabilities of CaVi.

4.1.1 Network topologies

The network topologies considered in this study can be differentiated by three main aspects:

first, the number of nodes; second, the spatial distribution of nodes; and, third, the distance

between pairs of nodes. In this work, we consider square-shaped grids, cross-shaped grids,
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and randomly-arranged distributions of two, four and nine nodes, with node distances of

one, two and four metres. These parameters uniquely define networks that are either square-

shaped or cross-shaped; node positions in randomly-arranged networks can of course vary.

Other combinations of network size, network shape, and node distance may exist but are not

considered in this study.

Below, all topologies are visualised using two-dimensional representations of their nodes.

Topologies that differ only by node distance have identical representations. Figure 4.1 shows

the square-shaped grid topologies.

(a) 2-square (b) 4-square (c) 9-square

Figure 4.1: Square-shaped grid topologies considered

Figure 4.2 shows the cross-shaped topologies.

(a) 4-cross (b) 9-cross

Figure 4.2: Cross-shaped grid topologies considered

Figure 4.3 shows the randomly-arranged topologies.

(a) 4-random (b) 9-random

Figure 4.3: Randomly-arranged topologies considered
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4.1.2 Modelling assumptions

While the models for this study have been chosen in a way such that experimental results

derived from them are as generally applicable as possible, a number of modelling assumptions

still had to be made.

The first assumptions relate to the channel, which usually describes the medium as well

as fading and noise phenomena. We assume a lossy channel, that is, collisions can occur

and messages can be lost. This lossy channel is implicitly incorporated in the computation

of reception probabilities. We also use an additive interference model, as indicated by the

wireless models from Chapter 3. This implies the use of frequency-shift keying1, as it is the

only supported modulation scheme for this interference model.

The next assumptions relate to the radio, which describes the physical transmission and

reception parameters of devices such as transmission power, data rate, and noise bandwidth

(noise can originate from obstacles, walls, and sources external to our network). We assume

a data rate of 250 kbit/s, a noise bandwidth of 1 MHz, a receiver sensitivity of -98 dB, and

a threshold probability of 0.01, which according to the literature [102] are realistic values.

4.1.3 Realistic wireless channel and radio models

In order to overcome the known weaknesses of existing models for wireless communication,

we take into account the realistic wireless models introduced in Chapter 3.

In order to obtain PRISM models, three steps are necessary: in the first step, the networks

are modelled using our tool CaVi. In the following step, PRISM code for the gossip protocol

is generated by CaVi. In the final step, further adaptations of the PRISM models to support

model parameters for channel utilisation and sending probability are made.

The main problem when generating PRISM models using CaVi was the unrealistically

frequent occurence of global minimum and maximum values for signal-to-noise ratio and

reception probability. This is because, first, signal-to-noise ratios are sensitive to the sending

activities of all nodes in the vicinity of the receiver; second, the networks considered have a

particularly high node density as the sample device is a ZigBee transceiver; and, third, it is

implicitly (and incorrectly) assumed that all nodes always send, leading to high noise and

thus low signal-to-noise ratios, ultimately to reception probabilities of zero.

1Frequency-shift keying is a modulation scheme for transmitting digital data.
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One way to mitigate this problem was to manually adjust the model parameters influ-

encing signal-to-noise ratios (and thus, indirectly, also influencing reception probabilities),

using the instant visualisation of reception probabilities in CaVi. These model parameters

are: number of nodes in the network, channel utilisation for each node, distance between

pairs of nodes, data rate of each node, and noise bandwidth of each node. First, we selected

realistic grid shapes and node distances; this way, by increasing node distances, signal-to-

noise ratios could often be increased, too (but at the price of sometimes unrealistically high

signal-to-noise ratios). Second, we chose sensible values for channel utilisation and sending

probability.

In order to completely resolve this problem and make generated models robust to small

parameters changes, we replaced the hitherto constant sending inclination sendi,j with a new

probabilistic abstraction that depends on channel utilisation utilisationi and network size n

as follows:

sendi,j
def
= utilisationi/n.

We allow asynchronous sending of messages and also all reception probabilities consid-

ered are for the multi-hop case, that is, transmissions can be direct or indirect via arbitrarily

many intermediate nodes. The PRISM models are given in Appendix A. In order to sup-

port asynchronous sending, the model needs to support nondeterminism, and thus has been

modelled as an MDP.

The module for the additive-interference model is listed in Appendix section A.1. It

uses the wireless channel and radio models introduced in Chapter 3. In this module, new

parameters NETWORK SIZE for network size and utilisationi, i = 0, . . . , NETWORK SIZE− 1,

for channel utilisation have been introduced. A new parameter p send for sending inclination

has been introduced to parameterise the already designated parameters PsendingNodei, i =

0, . . . , NETWORK SIZE − 1. Channel utilisation is defined as the degree to which node i uses

its proportion of the network’s bandwidth. For our experiments, all nodes have the same

channel utilisation. Sending inclination is defined as the probability for a node to perform a

send action when it is able to do so. Messages to be forwarded are sent to the nodes at any

time, that is, reception of messages takes place asynchronously (either synchronised with the

action tick or unsynchronised). Nodes forward received messages at the same time, that is,
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all messages are sent synchronously (with the action tick).

An ancillary module that allows reasoning about the passing of time is listed in Appendix

section A.4. This module is in parallel composition to the other modules of the model such

that it generates tick actions when time passes.

4.2 Experiments and results

In this section, we present our analysis methodology, experiments, and results. Using

discrete-event simulation with realistic wireless channel and radio models as presented in

Chapter 3, we investigated the impact of spatial network characteristics on performance and

energy properties of a gossip protocol.

For all experiments, we consider channels of 250 kbit/s bandwidth, as this is typical for

the sample device considered. In this Chapter, we assume that, with respect to the physical

layer, all frames considered have a size of 200 bits.

For all experiments, we used version 3.3 of the probabilistic model checker PRISM, in

particular its sparse-matrix-based verification engine, on an Intel Core 2 Duo CPU (model

number P9600, two cores, 2.66 GHz clock rate) with 2 GB of memory.

4.2.1 Specification of rewards

In order to evaluate the expected number of collisions, the expected time for a correct trans-

mission, and the expected energy consumption, PRISM supports reachability rewards [54, 69].

In the PRISM property specification language [59], which extends the probabilistic temporal

logic PCTL with support for reward-based measures, each formula describes the expected

value of a reward function that is defined over states and transitions. In PRISM, both types

of reward functions are described using so-called reward structures.

The reward structures for this chapter’s models are listed in Appendix section A.5.

Simple reward structures and formulae

Expected message throughput The main performance property in the context of rout-

ing or gossiping is message throughput, which describes the number of messages forwarded.
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This property has been implemented in the reward structure throughput. The reward defi-

nition refers to node 3 as the destination node of all messages forwarded.

Expected number of messages sent The performance property number of messages

sent describes the number of messages in total sent by nodes of the network. It has been

implemented in the reward structure sent. The reward definition refers to node 3 as the

destination node of all messages forwarded.

Expected energy consumed The energy experiments are based on the IEEE 802.15.4/Zig-

Bee device specified in Section 2.4. The energy consumption describes the amount of energy

in nWh consumed during the transmission of one frame. As each frame has a length of 200

bit, the rewards represent the energy consumed during a time frame of 0.8ms. For the device

considered, the reward values have been implemented in the reward structure energy and

are given in µWs.

Expected time passed without completion The time passed without completion de-

scribes the number of transitions until station i has completed its attempts to forward the

message, either by successful forwarding it or by choosing not to forward it. It has been im-

plemented in the reward structure time. As for the throughput reward, this reward definition

refers to node 3.

Derived reward structures and formulae

In order to describe multidimensional Quality of Service properties, basic performance prop-

erties can be combined: for example, throughput with loss, throughput with delay, or

throughput with loss and delay. As constrained optimisation problems cannot be solved

within PRISM, such properties are implemented using composite reward functions.

Expected effective throughput The effective throughput describes the number of new

messages forwarded, that is, messages lost are not counted.

Let t be the expected throughput and l be the expected number of lost messages. As we

assume that lost messages are resent, the expected number of messages to be sent in each

time slot is t + l. Thus, forwarding one message requires t+l
t attempts, or – in other words
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– the expected fraction of new messages is t
t+l . Hence, the expected effective throughput e

is defined as the ratio of expected throughput t to the expected number of transmission

attempts per message, given by

e
def
=

t2

t+ l
.

4.2.2 Specification of performance properties

Quantitative performance measures of MDP models are described using formulae of the

PRISM property specification language [59], which extends the probabilistic temporal logic

PCTL with support for reward-based measures. The properties evaluated in this Chapter are

expressed either as a single formula (for instance, throughput) or as an arithmetic expression

over two formulae for effective throughput. Each formula describes a probabilistic reachabil-

ity property or an expected reachability property for a reward function that is defined over

states and transitions. As our models are nondeterministic, probabilistic properties typically

refer to minimum and maximum probabilities over all possible policies, rather than to one

single probability as in the deterministic case. The remainder of this subsection describes all

performance properties used in this work.

In order to evaluate the expected throughput and expected effective throughput until a

maximum time of TIME MAX has been reached, we define the expected reachability properties

T1 and T2 as follows:

T1 Maximum expected throughput until a time limit reached:

Rmax(throughput)=?[F time = TIME MAX].

T2 Maximum expected effective throughput until time limit reached:

t2

s

where t and s represents the throughput (as described by property T1) and the number

of messages sent, respectively.

In order to evaluate the expected propagation probability, we first define the subformulae

complete and all complete:
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formula all_complete = active0=0 & active1=0 & active2=0 & active3=0;

formula complete = active3=0;

Now, we define the probabilistic reachability properties PP1 and PP2 as follows:

PP1 Minimum propagation probability for the last station completing its transmission:

Pmin=?[F complete].

PP2 Minimum propagation probability for all stations completing their transmissions:

Pmin=?[F all complete].

In order to evaluate the propagation time, we define the expected reachability properties

PT1 and PT2 as follows:

PT1 Minimum expected propagation time for the last station completing its transmission:

Rmin(time)=?[F complete].

PT2 Minimum expected propagation time for all stations completing their transmissions:

Rmin(time)=?[F all complete].

In order to evaluate the energy consumed, we defined the expected reachability properties

E1, E2, and E3 as follows:

E1 Minimum expected energy consumption for the last station completing its transmission:

Rmin(energy)=?[F complete].

E2 Minimum expected energy consumption for all stations completing their transmissions:

Rmin(energy)=?[F all complete].

71



E3 Minimum expected energy consumption until time limit reached:

Rmin(energy)=?[F time = TIME MAX].

4.2.3 Scalability of the analyses

To reason about the scalability of the analyses conducted, space and time requirements have

been evaluated with respect to frame and buffer size.

In Table 4.1, the minimum expected throughput (property T1) until a time limit TIME MAX

of 20 frame lengths is reached is computed for different network topologies, after which the

property is considered to have failed. The results show that space and time requirements are

Nodes States Space Verification time

2 59 2.8 kB 0.0 s
4 515 9.0 kB 0.0 s
9 124661 190 kB 0.24 s

Table 4.1: Impact of network size on model size and verification time (scenario:
utilisation=0.5)

very low for all network sizes considered. Therefore, the analysis of models up to nine nodes

is feasible.

In Table 4.2, the minimum expected energy consumption (property E1) for the last station

to complete is computed for different network topologies, considering a time limit of 100,000

time steps. The results show that space and time requirements are very low for all network

Nodes States Space Verification time

2 59 2.9 kB 0.0 s
4 515 9.1 kB 0.0 s
9 124661 190 kB 0.41 s

Table 4.2: Impact of network size on model size and verification time (scenario:
utilisation=0.5)

sizes considered. The analysis of larger models would generally be possible, but for this

protocol PRISM can currently not deal with CaVi-generated models of more than 12 nodes,

as described in Section 3.4.

4.2.4 Analysing performance characteristics

Networks of square-shaped grids, cross-shaped grids, and randomly-arranged distributions of

two, four and nine nodes, with node distances of one, two and four metres have been anal-
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ysed with respect to four classes of performance properties regarding expected throughput,

propagation probability, expected propagation time, and expected energy consumption.

The first group of experiments investigates the influence of spatial characteristics on

expected throughput. For different combinations of network size, topology, and distance

between nodes, where n top d stands for a network of topology top, size n, and node distance

d in metres, Figure 4.4 and Figure 4.5 show the expected throughput and the expected

effective throughput, respectively, with respect to different values for channel utilisation.
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Figure 4.4: Maximum throughput over time
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Figure 4.5: Maximum expected throughput over time

Each line of the plot represents a topology. While throughput increases exponentially with

increasing channel utilisation, smaller networks generally achieve higher values than larger

ones.

The effective throughput increases exponentially with increasing channel utilisation, indi-

cating that for an efficient application of the flooding protocol used, a reasonably high channel
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utilisation for each node should be chosen. Generally, the values for effective throughput cor-

respond to the ones for throughput, and the topologies performing best are the same for both

measures.

The second group of experiments investigates the influence of spatial characteristics on

completion probability. Figure 4.6 shows the minimum probability to eventually complete

and all-complete, respectively, with respect to channel utilisation. The larger the network,
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Figure 4.6: Minimum probability to eventually complete and all-complete, respectively

the higher the probability to complete, as long as node distances do not get too high. The

difference between best and worst topology is much higher when considering the probabil-

ity for the last station to complete (“complete”) than for all stations (“all-complete”). In

networks where the completion probability equals zero, this is caused by a too large node

distance and too weak received signals resulting from this.
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The third group of experiments investigates the influence of spatial characteristics on

propagation time. Figure 4.7 shows the expected propagation time until complete and all-

complete, respectively. As expected for a gossip protocol, larger networks have lower propa-
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Figure 4.7: Expected propagation time until complete and all-complete, respectively

gation times than smaller ones.

The fourth group of experiments investigates the influence of spatial characteristics on

energy consumption. Figure 4.8 shows the expected energy consumption until complete and

all-complete, respectively, with respect to channel utilisation. Figure 4.9 shows the minimum

energy consumption with respect to a time limit of 100,000 time steps. It can be seen that
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Figure 4.8: Expected energy consumption until complete and all-complete, respectively

larger networks have a higher energy consumption, but the energy consumption per node is

very similar for all topologies considered. Also, the sensitivity to channel utilisation is low,

except when it is desired that all nodes complete their transmissions, which is usually not
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Figure 4.9: Minimum energy consumption until time limit reached

the case; for some networks, the expected energy consumption even decreases with increasing

channel utilisation.

4.3 Conclusion

In this chapter, we have presented a methodology for modelling and analysing spatial proper-

ties of wireless sensor networks. The semi-formal hybrid approach combining discrete-event

simulation and probabilistic model checking has proven to be efficient and effective for the

comparative evaluation of wireless networks with respect to performance and energy proto-

cols. The developed spatial models are robust and reliable and the probabilistic abstractions

defined can be reused in the subsequent chapters.

In this study we used the Castalia simulator for the evaluation of routing scenarios, which

were visualised in CaVi. However, the main arguments against stand-alone simulation are

still valid: Castalia uses C programs (not models), the simulation of which does not follow

a transparent semantics, and therefore the results are not representative for the protocol

modelled.

We felt that the graphical specification approach greatly improved the process of finding

suitable networks. However, there are some limitations such as the restriction of spatial

network modelling to two dimensions (but not height level), and the relatively large PRISM

models generated, which can become too large for the PRISM parser.
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Chapter 5

Formal analysis of the IEEE

802.15.4 contention resolution

protocol

In this chapter, we present the first formal analysis of the recent networking standards

IEEE 802.15.4 and ZigBee. Using probabilistic model checking and the analytical framework

presented in Chapter 3, we analyse performance and energy properties of the IEEE 802.15.4

contention resolution protocol.

After studying the impact of novel wireless channel and radio models on spatial properties

of a simple, generic gossip protocol in Chapter 4, this chapter considers the modelling and

analysis of a variety of quality-of-service properties for a complex, standardised real-world

wireless sensor network protocol. While the previous chapter describes semi-formal, graphical

modelling using CaVi, this chapter focusses on the detailed formal modelling required to

represent wireless sensor network protocols in PRISM, demonstrates how those models can

be combined with novel interference models obtained using CaVi, and evaluates both types

of models with respect to result accuracy and execution performance.

Some of the work presented in this chapter first appeared in [39] and has now been

extended in several ways. First, in order to reason about energy properties, we have modelled

the “battery life extension”, a variant of CSMA-CA for the slotted mode designed for energy

reduction; also, we have modelled and analysed energy consumption for a sample device.
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Second, we have demonstrated how existing PRISM models can be extended with the novel

wireless channel models introduced in Chapter 3, and we have compared the collision model

(used so far) with the collision-free model and the additive-interference model with respect

to result accuracy and execution performance.

Low-rate wireless personal area networks (LR-WPANs) are a central communication in-

frastructure for pervasive computing. The recently published standard ZigBee [2] defines the

upper network layers, while the lower layers are described in the IEEE standard 802.15.4

[89].

Crucial for the efficiency of a wireless network protocol is its contention resolution mech-

anism. When more than one node attempts to transmit a frame at the same time, a collision

occurs, and subsequently all frames get corrupted. The standard mechanism for contention

resolution in computer networks is called carrier-sense multiple access (CSMA). CSMA algo-

rithms attempt to break the symmetries of failing transmissions being restarted at almost the

same time by using randomised binary exponential backoff procedures. While wired devices

can listen during their own transmissions and employ CSMA with collision detection (CS-

MA/CD), nodes in wireless networks usually cannot listen to their own transmissions, and

consequently colliding transmissions can only be detected after they have been completed.

Thus, wireless devices use CSMA with collision avoidance (CSMA/CA or CSMA-CA).

The contention resolution algorithm in IEEE 802.15.4 (CSMA-CA) is a variant of those

used in IEEE 802.3 Ethernet (CSMA/CD) and IEEE 802.11 Wireless LAN (CSMA/CA).

It contains a more complex logical structure than the other two, but involves much smaller

numerical values, and is therefore more feasible for formal verification. Since wireless sensor

networks are increasingly often used in safety-critical applications, formal analysis is essential.

This is the first comprehensive study of the CSMA-CA contention resolution protocol of the

IEEE 802.15.4 networking standard.

In this case study, we apply a range of performance measures to different scenarios in

order to evaluate how the operation of low-rate wireless personal area networks is affected

by different settings of protocol attributes and how both model abstractions and interference

models affect accuracy and execution performance of probabilistic model checking. This work

follows previous case studies of IEEE 802.3 [29, 66] and IEEE 802.11 [64]. Our modelling

approach is based on an integral-time semantics for probabilistic timed automata [62].
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This chapter is divided into four sections. In the next section, we give an informal de-

scription of the IEEE 802.15.4 networking standard and the CSMA-CA contention resolution

protocol. Section 5.2 contains network configuration, modelling assumptions, and probabilis-

tic timed automata representation of our models. In Section 5.3, we present experiments and

verification results. Section 5.4 concludes this chapter.

5.1 Contention resolution in IEEE 802.15.4

This section briefly introduces the IEEE 802.15.4 networking standard, defines its contention

resolution protocol, and lists relevant numerical attributes.

5.1.1 The networking standard IEEE 802.15.4

The international standard IEEE 802.15.4 [89] defines low-rate wireless personal area net-

works (LR-WPANs) as structures of “low data rate wireless connectivity with fixed, portable,

and moving devices with no battery or very limited battery consumption requirements typ-

ically operating in the personal operating space of 10 metres”. Devices conforming to this

specification can operate on 27 channels in three frequency bands with bandwidths of 20, 40,

and 250 kbit/s.

Numerical attributes

In order to specify timing constraints of the contention resolution protocol, size parameters of

the superframe structure, and length restrictions for different frame types, the standard uses

a number of numerical attributes. Table 5.1 contains all parameters and constants that are

used in our models. All values refer to the physical layer, taking into account an additional

six octets2 needed to transmit a frame that has been received from the media access control

layer.

As transmissions at different bandwidths use different modulation techniques, the trans-

mission of one octet requires different numbers of symbols3: for the channels 0 to 10 (at 20

1The first value is used for the channels 0 to 10 and the second for the channels 11 to 26.
2An octet is a grouping of eight bits.
3A symbol is the smallest unit of data that can be transmitted on a particular channel. The transmission

time for one symbol is one symbol period.
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Attribute Value

CCA duration 8 symbol periods
PHY acknowledgement frame length 11 octets
PHY beacon frame length 23–100 octets
PHY data frame length 15–133 octets
aBaseSlotDuration 60 symbol periods
aMaxBE 5
aMaxFrameRetries 3
aMaxSIFSFrameSize 18 octets
aMinCAPLength 440 symbol periods
aMinLIFSPeriod 40 symbol periods
aMinSIFSPeriod 12 symbol periods
aTurnaroundTime 12 symbol periods
aUnitBackoffPeriod 20 symbol periods
macAckWaitDuration 120 or 54 symbol periods4

macBattLifeExtPeriods 8 or 6 symbol periods4

macBeaconOrder 0–15 (default 15)
macMaxCSMABackoffs 0–5 (default 4)
macMinBE 0–3 (default 3)
macSuperframeOrder 0–15 (default 15)

Table 5.1: Numerical attributes in IEEE 802.15.4

and 40 kbit/s), one octet corresponds to 8 symbols, while for the channels 11 to 26 (at 250

kbit/s), it corresponds to 2 symbols.

Superframe structure

In order to synchronise devices and to assign guaranteed time slots (GTSs) for low-latency

applications and applications requiring a specific data bandwidth, a superframe structure

can be used, as shown in Figure 5.1. Each superframe consists of 16 equally sized slots and

is bounded by network beacons, which are transmitted by a designated coordinator device at

the beginning of the first slot of each superframe. The superframe is divided into an active

and an inactive portion. The former consists of a contention access period (CAP) and a

contention free period (CFP) of guaranteed time slots. The CAP ends at a superframe slot

boundary and has a minimum length of aMinCAPLength, although an exception of the latter

is allowed for a temporary increase of the beacon frame to perform GTS maintenance4.

If a superframe structure is used, the network is called beacon-enabled, otherwise non-

beacon-enabled. In beacon-enabled networks, all communication takes place via the coor-

4A beacon frame performs GTS maintenance by accommodating a list of up to seven descriptors of currently
maintained GTSs.
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Figure 5.1: Superframe structure

dinator, while nodes in non-beacon-enabled networks can also communicate directly in a

peer-to-peer mode.

5.1.2 The contention resolution protocol CSMA-CA

The CSMA-CA protocol is used for transmissions of data frames and MAC command frames

within the CAP, unless the frame can be transmitted quickly5 following the acknowledge-

ment of a data request command. It is not used for the transmission of beacon frames,

acknowledgement frames, or data frames within the CFP.

Depending on the type of network, the protocol operates in either slotted or unslotted

mode. In beacon-enabled networks, slotted CSMA-CA is used for transmissions between the

coordinator and a device. In non-beacon-enabled networks or if no beacons can be located in

a beacon-enabled network, unslotted CSMA-CA is used. Peer-to-peer transmissions always

use unslotted CSMA-CA. In this section, we consider both beacon-enabled networks (using

slotted mode) and non-beacon-enabled networks (using unslotted mode).

The contention resolution protocol consists of the following steps:

Initialisation If a device wishes to transmit a frame using CSMA-CA, it first initialises the

local variables BE := macMinBE for the backoff exponent and NB := 0 for the number of

successive backoffs before the current transmission.

Backoff Before a node attempts to send a frame, it has to wait for a random integer number

5That is, within aTurnaroundTime and aTurnaroundTime+ aUnitBackoffPeriod symbol, on a backoff slot
boundary, and with sufficient time remaining in the CAP for the message, the IFS, and the acknowledgement.

81



of between 0 and 2BE−1 complete backoff periods of length aUnitBackoffPeriod. This

process is called backoff. If slotted CSMA-CA is used, transmissions are synchronised

with the beacon, and therefore the backoff starts at the beginning of the next backoff

period; if unslotted CSMA-CA is used, the backoff starts immediately. The first backoff

period of each superframe starts with the transmission of the beacon. If the backoff

has not been completed at the end of the CAP, it is suspended until the start of the

next superframe, where it resumes.

Battery Life Extension When slotted CSMA-CA is used, a so-called battery life extension

feature is available. This is a mechanism aimed at reducing coordinator receiver oper-

ation time during the CAP: when macBattLifeExt is set to 1, the backoff exponent is

initialised with the minimum of 2 and macMinBE. The backoff countdown only occurs

during the first six backoff periods after the end of the beacon’s IFS period.

Clear channel assessment After completing its backoff, the node performs a clear channel

assessment (CCA). If, after eight symbol periods, the channel is assessed to be busy,

both BE and NB are incremented by one, up to a maximum of aMaxBE for BE and

macMaxCSMABackoffs + 1 for NB. If NB exceeds macMaxCSMABackoffs, the protocol

terminates with a channel access failure; if not, it returns to the backoff step. If the

channel is assessed free, the frame can be transmitted. In slotted CSMA-CA, two

CCAs, each starting at the beginning of a backoff period, have to be performed.

Starting the Transmission In slotted CSMA-CA, a transmission can only start at a back-

off period boundary and only if all steps (two CCAs, frame transmission, and acknowl-

edgement) can be completed at least one IFS period before the end of the CAP. If the

battery life extension is set to 1, the frame transmission has to start in one of the first

six backoff periods after the end of the beacon’s IFS period.

Acknowledgement If the originator has not requested an acknowledgement, the transmis-

sion is assumed to have been successful. If an acknowledgement has been requested,

the sender needs aTurnaroundTime to switch from sending to receiving mode and vice

versa. The recipient starts the transmission of the acknowledgement aTurnaroundTime

after the reception of the last symbol of the data or MAC command frame if unslotted
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CSMA-CA is used; it starts at a backoff period boundary between aTurnaroundTime

and aTurnaroundTime + aUnitBackoffPeriod after the reception of the last symbol

of the data or MAC command frame if slotted CSMA-CA is used. If the originator

receives an acknowledgement from the recipient within a time of macAckWaitDuration,

the data transfer has been successful. If no acknowledge is received within that time,

the frame will be retransmitted up to a maximum of aMaxFrameRetries times, after

which the protocol terminates and a communications failure is issued.

Interframe Space In order to give the MAC layer enough time to process data received

by the PHY layer, and to support fair use of the channel [88], after each node has

to wait for an amount of time called interframe space (IFS)6 period after successfully

completing a transmission.

5.2 Modelling

In this section, we present basic network configuration, modelling assumptions, and proba-

bilistic timed automata models, together with extensions to support realistic interference for

our analysis of the CSMA-CA contention resolution protocol.

5.2.1 Network configuration

For all scenarios, we consider a personal area network consisting of a fixed configuration of

sending and receiving devices. Each sending node si intends to send, using CSMA-CA, a

single data frame to its corresponding receiving node ri. Both nodes start sending at the

same time. As the behaviour of the destination nodes is deterministic, we incorporate into

that of the sending nodes, removing the destination nodes from the model. This abstraction

has been verified in the probabilistic timed automata model for contention resolution in the

IEEE 802.11 protocol [64].

Other network activity, such as data transmissions from a coordinator to a node, includ-

ing indirect transmissions of pending messages by the coordinator, has not been modelled.

Communication activity within the CFP has been modelled indirectly as follows: dynamic

allocations of GTSs in the CFP lead to varying lengths of the CAP in different superframes.

6This IFS is either a short IFS (SIFS) of length aMinSIFSPeriod if the frame length is up to
aMaxSIFSFrameSize or a long IFS (LIFS) of length aMinLIFSPeriod otherwise.
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In order to reflect this, the size of the CAP is determined nondeterministically for each

superframe. Temporary decreases of the CAP length below aMinCAPLength due to GTS

maintenance are not modelled.

5.2.2 Modelling assumptions

We have implemented all features of the network protocol in as much detail as possible,

considering their contributions to both accuracy of the results and complexity of model

construction and verification.

Ideal channel

For all models in this case study, we assume a perfect medium and ideal channel conditions,

that is, no messages get lost. For beacon-enabled networks, we assume that only one personal

area network (PAN) is present in the personal operating space, no PAN conflicts occur, and

all nodes in the PAN are and remain synchronised; in particular, there are no synchronisation

problems related to PAN ID, association and disassociation, or security.

Vulnerable period

Before starting a transmission, nodes have to perform a clear channel analysis and to switch

from receiving to sending. Concurrent transmissions that start during this period, which is

commonly referred to as the vulnerable period7, can lead to collisions. As air propagation

times of 16µs to 50µs for one symbol are negligible, we adapted Heindl and German’s formula

for the vulnerable period [46] to

V ULN
def
= CCA+ aTurnaroundTime

= aUnitBackoffPeriod

for unslotted CSMA-CA and

V ULN
def
= 2× aUnitBackoffPeriod

7The term “vulnerable period” refers to the fact that this is the only point in time at which the protocol
is unable to protect transmissions from collisions. All transmissions are preceded by a vulnerable period, thus
there is no way to avoid this vulnerability.
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for slotted CSMA-CA, where CCA is the duration of a clear channel assessment.

Nondeterministic Frame Length

We assume the lengths of data frames to be nondeterministic. In unslotted CSMA-CA,

different transmissions of the same message (for instance, when a lost or corrupted message

is retransmitted) are allowed to have different lengths. In slotted CSMA-CA, the length of

a data frame is used in order to determine whether its transmission can be finished within

the CAP and is therefore the same for possible retransmissions.

Interframe Spaces

Since each node sends only one message, explicit modelling of interframe spaces is not gener-

ally necessary. In our model for slotted CSMA-CA, however, the length of interframe spaces

is calculated in order to determine whether a transmission in the CAP is allowed to start.

5.2.3 Probabilistic Timed Automata models

In this study, we developed high-level generic models for slotted and unslotted operation mode

of the CSMA-CA protocol. The models were developed directly in the PRISM modelling

language. Each model is defined as a probabilistic timed automaton, which is given as a

parallel composition of smaller modules. Various high-level features of timed automata have

been used: urgent events, urgent locations, and integer variables. The model for unslotted

CSMA-CA (see Figure 5.2) consists of three modules: the channel, taken from [64], and two

nodes. Beacon synchronisation, which is part of slotted CSMA-CA, is realised using an extra

coordinator module and modified node modules.

Generic PRISM models

Although PTAs already are a concise representation formalism, the PRISM code of the

models includes additional optimisation: first, assigning arbitrary non-zero values to integer

variables in a PTA would require additional states and transitions, as variables are modelled

as clocks and assigning arbitrary values to them requires step-wise incrementation of these

clocks by a fixed value. In PRISM, initialising integer variables to an arbitrary value can

be done without introducing additional states or transitions, and this has been done for BE
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and NB. Second, the invariant conditions on transitions have been simplified after expanding

high-level features such as integer variables and urgent locations.

Contrary to previous case studies, our models are generic with respect to many aspects

of network configuration, transmission types, and timing parameters. This allows a much

wider range of scenarios to be investigated. For both unslotted and slotted mode, the chan-

nel characteristics (frequency band and modulation technique), as well as the minimum and

maximum values for the backoff procedure macMinBE, aMaxBE, macMaxCSMABackoffs can be

modified. In addition to that, beacon synchronisation in the slotted mode can be controlled

by modifying the parameters macBeaconOrder and macSuperframeOrder. Finally, acknowl-

edgements, failures due to too many collisions, and acknowledgement failures can all be

separately enabled or disabled.

Beacon synchronisation

For the first time, we have applied probabilistic model checking to a model of a contention

resolution protocol that includes beacon synchronisation. The beacon synchronisation pro-

cess synchronises the timing of all devices in the PAN and defines the lengths of CAP, CFP,

and inactive period in the following superframe. Beacon synchronisation is essential for large

PANs, and although our model is relatively small, it is generic enough to be adapted to larger

scenarios focussing on this particular feature.

Timescale abstraction

When we applied timescale abstraction to the probabilistic timed automata models, we

encountered a number of crucial modelling issues.

The abstraction granularity (the new unit of time) should be a common divisor of all con-

stants appearing in clock constraints. Otherwise, some constants would have to be rounded

up or down. If this affects the same constant in invariant conditions of a sequence of tran-

sitions, the imprecisions of these roundings can sum up to more than 1, which may add

spurious behaviour to the abstracted model. These implicit delays over sequences of transi-

tions have to be modelled by further approximating the respective constants downwards and

upwards.

For example, when we scale down the PTA for slotted CSMA-CA and 20 kbit/s frequency
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band, using a granularity of aUnitBackoffPeriod, all constants are first divided by 20. Con-

sequently, the turnaround time after WAIT ACK is scaled down from 12–32 symbol periods

to 0–2, the acknowledgement time ACK from 88 to 4–5, and the acknowledgement timeout

time ACK TIMEOUT (that is, the maximum time for turnaround plus acknowledgement) from

120 to 6. We can see that the acknowledgement timeout delay of 6 conflicts with the possible

time of 2 + 5 = 7 for turnaround plus acknowledgement. This problem can be resolved by

setting ACK TIMEOUT to 7, since, according to [5], upper bounds are approximated upwards.

This only causes an imprecision of 1 time unit per execution of this transition, which is

acceptable since this is the only imprecision caused by timescale abstraction of this model,

and it only affects transmissions in slotted CSMA-CA where an acknowledgement is being

requested and transmitted successfully. For all other constants, however, the approximations

are unambiguous, for example, ACK, which is scaled from 88 to 4–5, has to be rounded up to

5 as it is used as an upper bound. In order to model the concurrent delay constraints ACK

and ACK TIMEOUT exactly, two clocks would be necessary.

When the granularity for timescale abstraction is not a common divisor of CCA and

V ULN , a similar problem can occur. Then, the period from the beginning to the end of a

CCA (which has a duration of 8 symbol periods), where transmissions can still take place

without necessarily causing a collision, cannot be distinguished from the following period

where the CCA has been completed but no transmissions have yet been started, where a

collision would take place.

The highest granularity for an exact timescale abstraction of our models is 4 symbol

periods.

Correctness The integral-time semantics preserves probabilistic and expected reachability

properties of closed, diagonal-free PTA. It is easy to see that all clock constraints in our

automata are closed. Despite that, the locations Backoff and Wait Transmit in the

model for slotted CSMA-CA and the locations Def CAP Length and CAP in the model

for the coordinator contain diagonal comparisons of clocks. We can see that this does not

affect the correctness of our approach:

1. In the PTA for slotted CSMA-CA, the clocks x0 and cap are external to the module

and can be regarded as constants. When the clock datai is compared to xi, i = 1, 2, it
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is used as a constant.

2. In the PTA for the coordinator, the clock cap is compared twice to the clock x0. In

the transition from location Def CAP Length (encoded as s0 = 1), the diagonal

comparison is used as part of the nondeterministic choice of x0. In the transition from

location CAP (encoded as s0 = 2), cap is used as a constant.

3. In the locations where cap and datai, i = 1, 2, are assigned values, no time can pass

and all outgoing transitions are deterministic.

Hence, probabilistic and expected reachability properties of our models are still evaluated

correctly in the integral-time semantics.

5.2.4 Realistic interference models

A known weakness of many formal models for wireless communication is their use of oversim-

plified interference models. In the collision model, for example, simultaneous transmissions

from two stations in a network always result in a collision. We conjecture that models based

on additive interference are more realistic but also more expensive to analyse than the sim-

ple interference models commonly used in formal analysis. It remains unclear, however, to

what extent the quantitative behaviour of different interference models varies. To further

investigate this aspect, we consider the three interference models introduced in Chapter 3:

two common, simple variants of interference models – the collision-free model and the colli-

sion model – as well as the additive-interference model based on the wireless communication

models from [102].

In order to analyse properties of the interference models, we first created specific PRISM

models for each interference model. For the additive-interference model, we subsequently

used CaVi to compute probabilistic abstractions for the reception probabilities. Finally,

further adjustments of the PRISM models were carried out. In the following paragraphs, we

describe these preparations in detail.

In order to realise different interference models, we modified each of the PRISM models

for unslotted mode, slotted mode, and slotted mode with battery-life extension in order

to support collision-free, collision, and additive-interference channels. In addition to the

abstractions discussed in the previous chapters, we use a new variable p nocoll to abstract
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the collision probabilities in the channel module. For the additive-interference model, this

abstraction is computed in CaVi, based on channel and radio parameters of the CaVi model;

for the collision-free model and the collision model, fixed values of 1 and 0, respectively, are

assumed. The actions send1 and send2 have been modified accordingly, such that sending

has been assigned a probability of p nocoll representing a successful transmission and a

probability of 1-p nocoll representing a message loss.

In order to assess the different operation modes of the protocol for the additive-interference

model, we needed to define a sample network that describes all relevant aspects of wireless

communication, in particular number and strength of noise sources. Using CaVi’s graphical

specification mechanism and its computation and instant visualisation of simple properties

(such as reception probability), we evaluated different network topologies and values for radio

and channel parameters. As a result of this, we defined the sample network as a square grid

of nine nodes with a distance of 1.5 metres between them and the other network parameters

as in Chapter 4. For the different operation modes of the protocol, we used CaVi to compute

probabilistic abstractions for reception probabilities in the additive-interference model and

parameterised the existing PRISM model accordingly.

We further modified the PRISM models in order to resolve a number of modelling is-

sues. One main issue was to make p send1 and p send2 parameterisable. As station1 and

station2 are not mutually opposing noise sources, they have been considered as part of

a larger network, from which they especially incorporate noise. To achieve realistic values

for signal-to-noise-ratio, the values for the number and strength linRxSignal i j of noise

sources had to be adapted with respect to device specification, topology, and device policy.

To ensure that grid size and distance correlate to the number and strengths of nodes in a

meaningful way, the sending probability has been set to p sendi
def
= utilisationi

NETWORK SIZE
. For example,

a utilisation of 0.1 for a network of four nodes leads to a sending probability of 0.025 for each

node.

The resulting PRISM models are given in Appendix B. This includes the implementations

of the different interference models (Appendix sections B.1.4, B.1.3, and B.1.5), where the

additive-interference model uses the wireless channel and radio models introduced in Chapter

3.
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5.3 Experiments and results

In this section, we present our verification methodology, experiments, and results. Using

probabilistic model checking, we investigated five aspects of the protocol: the performance

and accuracy impact of model abstractions, the performance and accuracy impact of inter-

ference models, the performance impact of beacon synchronisation, the performance impact

of the backoff procedure, and the energy impact of beacon synchronisation and backoff pro-

cedure. We consider channels of 20 kbit/s bandwidth for the performance analyses and 250

kbit/s bandwidth for the energy analyses. The bandwidth uniquely determines all timing

parameters of the model. For our experiments, we used version 3.3 of the probabilistic

model checker PRISM, in particular its symbolic verification engine, “MTBDD”, on an Intel

Pentium M CPU (model number 760, single core, 2.0 GHz clock rate) with 2 GB of memory.

5.3.1 Specification of rewards

In order to evaluate the expected time for a correct transmission, the expected number

of collisions, and the expected energy consumption, PRISM supports reachability rewards

[69, 54]. In the PRISM property specification language [59], which extends the probabilistic

temporal logic PCTL with support for reward-based measures, each formula describes the

expected value of a reward function that is defined over states and transitions. In PRISM,

both types of reward functions are described using so-called reward structures.

The reward structures for this chapter’s models are listed in Appendix section B.4.

Expected number of collisions The number of collisions describes the number of send

attempts by a station while another station is already sending. It has been implemented in

the reward structure collisions.

Expected time passed The time passed describes the number of transitions with the

action time, that is, the number of transitions. It has been implemented in the reward

structure time.

Expected energy consumption The energy-related experiments are based on the IEEE

802.15.4/ZigBee device specified in Section 2.4. The energy consumption describes the
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State energy consumption

Backoff 320µs× AM × number of timeslots
Vulnerable 128µs× RX wait (+192µs× RX→ TX if CCA successful) once
Transmit Data 320µs× TX × number of timeslots
Wait ACK 320µs× AM (+192µs× RX→ TX) once
Transmit ACK 352µs once at transition “finish” with c1 = 1
No ACK 864µs× RX wait once

Table 5.2: Calculations for energy reward function

amount of energy consumed during one time slot. In the PRISM model, this reward func-

tion is based on the following calculation: at the device’s bandwidth of 250 kbit/s, 1 octet

corresponds to 2 symbols. Therefore, the transmission of 1 symbol takes 16 microseconds.

With a time scale abstraction of 20, each time step represents 320 microseconds.

In state Backoff, nothing is being done and finally a switching operation is required;

in state Vulnerable, switching from RX to TX is required; in the states Transmit Data

and Transmit ACK, a TX operation is required; in state Wait ACK, an RX operation is

required; and in state No ACK, a switching operation is required and afterwards nothing is

being done. During transitions from RX to TX, the power is the same as within TX.

The resulting parameterisation of the transition reward function is given in Table 5.2,

with the rewards in µWs. It has been implemented in the reward structure energy.

5.3.2 Specification of performance properties

In order to compare different models, we used a set of probabilistic reachability and expected

reachability properties that were expressed in the PRISM property specification language.

Although the models are PTAs, they are in fact treated as MDPs, since we use an integral

semantics. As they are nondeterministic, probabilistic properties typically refer to minimum

and maximum probabilities over all possible policies, rather than to one single probability

as in the deterministic case.

In order to evaluate the probabilities for a transmission to be finished correctly and for a

transmission to contain at least k collisions, we define the probabilistic reachability properties

PR1 and PR2 as follows:

PR1 Minimum probability of both nodes successfully completing their transmissions.

Pmin=?[trueU done1 ∧ done2].
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PR2 Maximum probability of at least k collisions.

Pmax=?[trueU col ≥ k].

Based on the reward functions specified, we defined the expected reachability properties

ER1, ER2, and ER3 as follows:

ER1 Maximum expected number of collisions until both nodes have successfully completed

their transmissions.

Rmax(collisions)=?[trueU done1 ∧ done2].

ER2 Maximum expected time until both nodes have successfully completed their transmis-

sions.

Rmax(time)=?[trueU done1 ∧ done2].

ER3 Minimum expected energy consumed until both nodes have successfully completed

their transmissions.

Rmin(energy)=?[trueU done1 ∧ done2].

5.3.3 Analysing the impact of model abstractions

Owing to the state explosion problem, most of our properties could only be verified in simpli-

fied versions of the models. In order to overcome state space explosion, we used the following

abstractions, which were performed manually.

Timescale abstraction Although the optimal granularity for timescale abstraction of our

models is 4 symbol periods, we have used a granularity of 20 symbol periods except where

stated otherwise. This substantially reduces the size of the model without sacrificing much

precision and decreases verification times and memory requirements.

Fixed beacon frame length In the slotted-mode model, the length of beacon frames is

chosen nondeterministically for each beacon interval. This not only increases the state space

immensely, but can also prevent transmissions when both beacon and data frame are large
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but superframe and CAP are small. This situation can be exploited by pathological policies8

that permanently block transmissions by choosing the respective values for beacon and data

frame length.

Although a sufficiently large superframe could be ensured by assigning higher values to

macBeaconOrder and macSuperframeOrder, this would only worsen the state space explo-

sion. Instead, we fixed the length of the beacon frame to the minimum value permitted

by the specification, and thereby resolved both permanent prevention of transmissions and

further state space explosion. Considering our small scenarios of two network nodes, this is

a reasonable assumption which only slightly reduces the generality of our results.

Fixed data frame length In unslotted CSMA-CA, the length of a data frame is chosen

nondeterministically within each beacon interval, while in slotted CSMA-CA, it is chosen

nondeterministically before the first transmission and then maintained during possible re-

transmissions. As in our scenarios each node only sends one message, this nondeterminism

can be replaced by data frames of fixed lengths which constitute separate models that can

then be analysed separately. This abstraction reduces the state space while preserving our

properties.

Table 5.3 shows model sizes (in terms of minterms (mt) and nodes of the underlying

binary decision diagram (BDD)9) and verification results for unslotted and slotted mode

models with different abstractions for the data frame length, using the collision interference

model. In order to obtain comparable results for all models, we assumed data transmissions

without acknowledgement. For the expected reachability properties, we set the maximum

number of successive backoffs macMaxCSMABackoffs to infinity. We observed that many

verification tasks only became feasible when using fixed data frame lengths and timescale

abstraction. Timescale abstraction renders results less precise and should be used with care.

Further experiments have shown that using data frames of equal, fixed length instead of

nondeterministic length for each retransmission is necessary in order to obtain stable results

for property PR1 and PR2, while the properties ER1 and ER2 can already be evaluated

sufficiently precisely for nondeterministic length. For property ER3, using data frames of

8We use the term “pathological policy” to describe policies for resolving nondeterminism in a given model
that are valid within that model but impossible (having a probability of zero) in practice.

9Parker [78] defines a minterm as “a valuation of its [the BDD’s] Boolean variables which results in a
non-zero value”.
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Model data frm network time PR1 ER1
length size unit nodes mt result nodes mt result

unslotted fixed10 2 4 22k 120k 1.0 22k 120k 0.125
unslotted nondet 2 4 180k 960m 1.0 180k 960m 0.125
unslotted fixed10 2 20 6.8k 13k 1.0 6.9k 13k 0.125
unslotted nondet 2 20 56k 19m 1.0 56k 19m 0.125
slotted fixed10 2 20 29k 47k 1.0 29k 47k 0.125
slotted nondet 2 20 1m 130m 1.0 1m 130m 0.125

Model data frm network time ER2 ER3
length size unit nodes mt result nodes mt result

unslotted fixed10 2 4 93k 210k 112.8ms 39k 200k 1371Ws
unslotted nondet 2 4 280k 1.6bn -11 240k 1.6bn -11

unslotted fixed10 2 20 10k 17k 123.1ms 11k 17k 1425Ws
unslotted nondet 2 20 83k 26m 123.1ms 79k 25m 190Ws
slotted fixed10 2 20 45k 67k 166.0ms 51k 74k 1495Ws
slotted nondet 2 20 1.6m 180m 166.0ms 1.2m 180m -11

Table 5.3: Performance and accuracy of different model abstractions (scenario: 20 kbit/s
channel, macBeaconOrder=1, macSuperframeOrder=1, minimum beacon frame length/max-
imum CAP length, no permanent transmission failures)

fixed length is the only feasible option.

5.3.4 Analysing the impact of interference models

We have analysed models for unslotted mode, slotted mode, and slotted mode with battery-

life extension.

Table 5.4 shows model sizes for different properties of unslotted and slotted mode under

collision-free, collision, and additive interference model. Using the same assumptions and no-

tation as in Table 5.3, we only considered data frames of fixed length and only used timescale

abstraction with a granularity of 20. As a quantitative comparison of single properties over

different interference models is not very meaningful, we do not list verification results. We

observed that the model sizes correspond to the complexity of the interference model, with

the collision-free model yielding the smallest and the additive-interference model yielding

the largest ones. Nevertheless, for all unslotted and slotted mode models, the analysis of the

properties considered is feasible.

Figure 5.3 shows the expected throughput for three different interference models: no

collision, collision, and additive interference. Each of these models has been applied to each

operation mode of the protocol: unslotted mode, slotted mode, and slotted mode with bat-

10The values given for nodes and minterms are for data frames of maximal length.
11This property could not be verified within 2 GB of memory.
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Model size PR1 ER1 ER2 ER3
nodes mt nodes mt nodes mt nodes mt

unslotted, cf 2 4.0k 1.4k 4.2k 1.5k 6.6k 2.3k 6.9k 2.3k
unslotted, c 2 6.8k 13k 6.9k 13k 10k 17k 11k 17k
unslotted, ai 2/912 7.3k 25k 7.4k 25k 11k 33k 11k 33k
slotted, cf 2 10k 6.3k 11.0 6.4 16k 11k 24k 14k
slotted, c 2 29k 47k 29k 47k 45k 67k 51k 74k
slotted, ai 2/912 31k 92k 31k 92k 47k 131k 88k 200k

Table 5.4: Model size for different interference models (scenario: 20 kbit/s channel,
macBeaconOrder=1, macSuperframeOrder=1, minimum beacon frame length/maximum data
frame length/maximum CAP length, no permanent transmission failures, timescale abstrac-
tion granularity 20)

tery life extension. Note that, within the 2 GB of memory allocated, not all values for the

additive-interference model of the slotted mode could be verified. The results show that the

probability of successful transmission equals 1 for the collision-free model, which is a unreal-

istic but solely explainable by the model’s inherent assumption of collision-freeness. For the

collision model, it equals 0 for macMinBE = 013 and increases from over 0.6 for macMinBE = 1

to almost 1 for macMinBE = 3. The value of 0 for macMinBE = 0 is unrealistic, as simultaneous

transmissions from two nodes do not necessarily cause a collision; this depends on additional

channel and radio parameters, for example network topology and signal strength. The col-

lision model exhibits a low sensitivity to frame length. For the additive-interference model,

the probabilities for unslotted and slotted mode range from about 0.1 to almost 1, except

for slotted mode with battery-life extension, where they range from about 0.65 to 1; these

unexpectedly high probabilities let us conjecture that the scenario considered is very suitable

for using the battery-life extension. The additive-interference model exhibits a higher sen-

sitivity to frame length, with probabilities decreasing strictly monotonically with increasing

frame size and being distributed more evenly than with the other interference models.

Figure 5.4 shows the expected energy consumption for each operation mode and each

interference model. The results show a slightly higher energy consumption for slotted mode

(with and without battery life extension) compared to unslotted mode. Throughout all

interference models, the variation of the energy consumption and its sensitivity to frame

12Two nodes from a network of nine nodes are sending as part of the contention resolution protocol, the
others only represent inherent noise.

13When the minimum backoff exponent macMinBE equals zero, this corresponds to an initial backoff of length
zero. As in our experiment, there are two stations attempting to send simultaneously, this always results in
a collision.
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length increase in the order from unslotted mode over slotted mode to slotted mode with

battery life extension. However, in both simple interfrence models, the ratio between energy

consumption and frame size is almost constant, while in the additive interference model it is

slightly increasing with higher frame lengths.

Overall the detailed results show that, for the scenarios considered, the behaviour of

additive-interference models is more plausible that that of simpler interference models. We

believe that additive-interference models yield more accurate results than simple interference

models, because the underlying wireless channel and radio models are considered state-of-

the-art and have been empirically validated. As CaVi interfaces with the simulator Castalia,

it would generally be possible to assess CaVi models of wireless sensor networks by means

of simulation. However, such a simulation-based analysis of network protocols is not part of

this thesis.

5.3.5 Analysing beacon synchronisation

In order to study the impact of beacon synchronisation, we evaluated our set of properties

on models of unslotted and slotted mode using a timescale granularity of 20 symbol pe-

riods and data frames of different lengths. For the slotted mode models, the superframe

parameters macBeaconOrder and macSuperframeOrder were set to 1. As expected reach-

ability properties are evaluated to infinity if there exist policies where the respective state

is not reached (here, DONE is not reached when a transmission fails), we do not con-

sider permanent transmission failures. For this, we set the maximum number of successive

backoffs macMaxCSMABackoffs and the maximum number of retransmissions of data frames

aMaxFrameRetries to infinity.

Figure 5.5 shows the verification results. The probability of successful transmission (Fig-

ure 5.5(a)) is always higher in the slotted mode than in the unslotted mode. In the unslotted

mode, large data frames have a lower success probability than small data frames. In the slot-

ted mode, however, an anomaly of the success probabilities can be observed. This is because,

for large frames, beacon interval and superframe duration are relatively small; shortly after

a transmission has started, the remaining superframe duration is not large enough anymore

to accomodate a second large data frame, and consequently that transmission will not be

allowed to commence (transmissions may only start if they can be finished within the CAP
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– that is also the reason for some pathological policies which we refer to in the following

paragraphs).

The expected number of collisions (Figure 5.5(b)) is always larger in the slotted mode

than in the unslotted mode. Also, it is generally higher for larger frames than for smaller ones.

The expected transmission time (Figure 5.5(c)) is always larger in the slotted mode than in

the unslotted mode. Also, the larger the data frame, the longer the expected transmission

time. For these slotted mode scenarios, pathological policies can permanently prevent the

transmission of data frames larger than 30 backoff periods, as the combined size of beacon

interval and superframe duration is only 96 backoff periods.

These experiments confirmed our intuition that the slotted mode increases the reliability

of transmissions while slightly increasing the transmission time and the number of collisions.

The higher number of collisions in slotted mode has two main reasons. First, in slotted

mode, beacon synchronisation limits the possible times at which sending attempts may be

made, thus it is more likely that two stations attempting to send choose nearly the same

time for that. Second, beacon synchronisation causes an overhead in transmission time, thus

the number of transmissions per time unit increases. However, the probability of successful

transmission is still higher for slotted mode, as beacon synchronisation makes permanent

transmission failures less likely. The plot for the probability of successful transmission in the

slotted mode shows an interesting anomaly: while for small data frames an average backoff

is long enough to avoid most collisions, and for large ones a node resuming from backoff does

not have enough remaining time in the CAP to start a new transmission, a scenario with

data frames whose length is half of the length of the usable (non-beacon) period of the CAP

accounts for the worst case.

For large sizes of the data frames and a small size of the superframe, the expected trans-

mission time evaluates to ∞, due to the existence of pathological policies where transmissions

are not completed successfully. However, for larger superframe sizes, it evaluates to a finite

value.

5.3.6 Analysing the backoff procedure

In another experiment, we have studied the impact of the backoff parameter macMinBE,

which determines the minimum value of the backoff exponent BE, for data frames of different
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lengths with the same models as in the previous table. Figure 5.6 shows the properties

PR1, ER1 and ER3 for different data frame lengths in unslotted mode and in slotted mode,

with and without the battery life extension feature enabled. As expected, a high value of

macMinBE (the default is 3) decreases both collision probability and expected transmission

time. However, longer backoff times result in a slightly higher energy consumption.

5.3.7 Analysing energy characteristics

Energy consumption is a key issues for wireless sensor networks, and the analysis of energy

properties allows further insight into the behaviour of networks and protocols beyond the

analysis of timing and collisions. In these experiments, we have compared energy properties

for different power management policies and for different values of the backoff parameter

macMinBE.

Figure 5.4 shows verification results for the property ER3 in unslotted mode, slotted

mode, and slotted mode with the battery life extension feature enabled, for collision-free,

collision and additive interference models. The results show that the probability of successful

transmission is lowest for unslotted mode, higher for slotted mode, and highest for slotted

mode with battery life extension. The energy consumption per time unit is only marginally

higher for slotted mode than for unslotted mode, but visibly higher for slotted mode with

battery life extension. The energy consumption per successful transmission, however, is

lowest when slotted mode with battery life extension is used, as this ensures the shortest

backoff times and the lowest numbers of retransmissions.

As the additive-interference model consists of a larger network that takes into account

noise, its performance results cannot directly be compared with those for the two simple inter-

ference models. Nevertheless, the same relationships with respect to successful-transmission

probability and energy consumption between the protocol’s operation modes and values for

macMinBE can be identified for all interference models. However, both modelling and analysis

of the additive-interference models are significantly more time-consuming than for the simple

interference models. Hence, for application scenarios where exact quantitative results are not

required, we recommend using the collision model, while for other application scenarios we

recommend the additive-interference model.
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5.4 Conclusion

We have presented the first application of probabilistic model checking to the IEEE 802.15.4

networking standard. In a comprehensive case study, we developed high-level generic models

for the CSMA-CA contention resolution protocol, evaluated performance properties, and

compared different abstraction techniques, thereby providing a better understanding of both

the protocol and modelling issues. For the first time, probabilistic model checking was

used to evaluate different interference models on a real-world protocol. Contrary to test

and simulation, our formal approach provides provably correct results that cover the full

behaviour of the models.

In comparison to previous applications of probabilistic model checking to contention

resolution procotols [29, 64, 66], our models are more realistic. Amongst other details, they

cover all operation modes and parameters of the protocol and the energy consumption for all

power states and transitions of a real wireless sensor device. We have shown that previous

modelling techniques for timescale abstraction are inadequate here and produce pathological

policies and consequently misleading results.

While probabilistic model checking of wireless sensor networks is limited by the state

space explosion problem, we have presented efficient modelling techniques to deal with this.

In particular, timescale abstraction with a suitable abstraction granularity and the use of suit-

able interference models provides an effective trade-off between result accuracy and execution

performance. For instance, where the additive-interference model describes the quantitative

behaviour of the protocol most realistically, the collision model delivers reliable qualitative

information about the protocol with significantly lower demands on memory and execution

time. Other state-space reduction methods such as symmetry reduction, partial-order reduc-

tion, symbolic representations, and induction are likely to further improve the scalability of

our approach to larger scenarios.

This case study can be continued in many ways. Recent work [100] resulted in a detailed

performance analysis of security key exchange in the ZigBee protocol for a range of scenarios.

New experiments could focus on larger networks with more complex behaviours of the nodes,

such as transmitting more than one message per node and allowing nodes to send and to

receive.
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(a) unslotted, no collision
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(b) slotted, no collision
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(c) slotted with ble, no collision
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(d) unslotted, collision
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(e) slotted, collision
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(f) slotted with ble, collision
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(g) unslotted, additive interference
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(h) slotted, additive interference
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Figure 5.3: Probability of successful transmission for different interference mod-
els (scenario: 250 kbit/s channel, noise bandwidth 1 MHz, macBeaconOrder=1,

macSuperframeOrder=1, minimum beacon frame length/maximum CAP length,

timescale abstraction: 20 symbol periods)
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(a) unslotted, no collision
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(b) slotted, no collision
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(c) slotted with ble, no collision
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(d) unslotted, collision
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(e) slotted, collision
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(f) slotted with ble, collision
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(g) unslotted, additive interference
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(h) slotted, additive interference
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Figure 5.4: Energy consumption for different interference models (scenario: 250

kbit/s channel, macBeaconOrder=1, macSuperframeOrder=1, minimum beacon frame

length/maximum CAP length, no permanent transmission failures, timescale

abstraction: 20 symbol periods)
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Figure 5.5: Performance for data frames of different lengths (scenario: 20 kbit/s channel,

macBeaconOrder=1, macSuperframeOrder=1, minimum beacon frame length/maximum

CAP length, no permanent transmission failures, timescale abstraction: 20

symbol periods)
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(a) unslotted, PR1

2 4 6 8 10 12 14
0

0.2

0.4

0.6

0.8

1

data1

M
in

im
um

 p
ro

ba
bi

lit
y

 

 

BE_MIN=0
BE_MIN=1
BE_MIN=2
BE_MIN=3

(b) slotted, PR1
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(d) unslotted, ER1
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(e) slotted, ER1
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(f) slotted with ble, ER1
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(g) unslotted, ER3
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(h) slotted, ER3
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Figure 5.6: Performance for different values of macMinBE (scenario: 250 kbit/s

channel, macBeaconOrder=1, macSuperframeOrder=1, minimum beacon frame

length/maximum CAP length, no permanent transmission failures for expected

reward properties, timescale abstraction: 20 symbol periods)
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Chapter 6

Formal analysis of dynamic slot

allocation protocols for low-rate

wireless networks

In this chapter, we present the first formal analysis of dynamic slot allocation protocols

for low-rate wireless networks. Based on probabilistic model checking and the analytical

framework presented in Chapter 3, we describe a methodology for modelling and analysis of

such protocols.

Slot allocation protocols are a crucial bandwidth management mechanism for ad-hoc

networks. A key aspect of protocol design is the optimisation of critical performance criteria.

Successful development of a protocol requires realistic modelling and analysis techniques as

well as efficient tool implementations.

In this work, we present an alternative approach for conducting comparative studies

between designs. Using probabilistic model checking, the precise operational behaviour of the

system is under direct control of the protocol designer, as opposed to ambiguous semantics

of simulators. Both probabilistic and nondeterministic behaviour, which are common in

wireless applications, are modelled adequately, adding performance measures ranging from

worst-case to best-case. As this approach is purely model-based, it is no longer necessary to

examine large amounts of data.

Unfortunately, the high expressiveness of this formal approach is also its major draw-

105



back. Models often result in very large state spaces, which makes model checking infeasible.

Although there are established techniques for improving efficiency, such as symbolic data

structures [72], the analysis of detailed protocols and large networks is still not viable. As

shown by Fehnker et al. [34], appropriate abstractions of a protocol are able to extend the

scope of formal methods without comprimising the quality of the analyses. Abstractions

refer to versions of the model where all details unrelated to the performance property con-

sidered have been removed. Therefore, a central part of this work is to find appropriate

abstractions for protocol, environment, and traffic such that realistic performance profiles

for different protocol designs and node policies can be evaluated. Currently only very few

useful abstractions for performance properties of wireless protocols exist.

This work is motivated by the problem of optimising protocol design for dynamic slot

allocation in wireless sensor networks. As mentioned in Section 2.2.1, medium access control

can be realised using either random, scheduled, or hybrid access schemes. While random

access protocols allow a highly flexible allocation of slots to senders, their performance is

unsatisfactory under high traffic and in dense network topologies, as these situations cause a

high number of collisions. Scheduled access protocols can deliver a high throughput in static

scenarios, but perform badly in dynamic scenarios, where their schedules are either fixed or

require frequent updating, both wasting bandwidth. In order to guarantee a certain Qual-

ity of Service, as for applications that require a specific minimum bandwidth or maximum

latency, employing scheduled access is the only solution.

Hybrid access protocols aim to deliver a high performance under flexible traffic conditions,

the highest overall performance, and a guaranteed Quality of Service. According to [82], the

best hybrid access control protocols, ADAPT and Z-MAC, are schedule-based but apply

random access whenever the owner of a slot does not indicate its intention to use it. For this

purpose, each slot is divided into different parts for priority, contention, and transmission

(ADAPT); or, scheduled and random access are always used conjunctively but with smaller

backoff values for the owner of the slot (Z-MAC). Indeed, these protocols perform always

at least as well as their random equivalents, and better than scheduled protocols if the

bandwidth requirements are sufficiently dynamic. However, the initial slot allocation schedule

of Rana’s protocol does not take bandwidth requirements into account, resulting in inefficient

use of frames (some parts not used) and slots (sending by non-owners takes longer).
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Rana et al. propose a bandwidth-aware dynamic slot allocation protocol that is claimed to

improve the performance of previously existing ones. However, an analysis of this protocol is

beyond the scope of this work, as a presentation of its intricate algorithms would be extensive

and still not likely to produce important insights into the methodological issues that are the

focus of this work.

In this chapter, we present a methodology based on probabilistic model checking for

modelling and analysis in several development phases of dynamic slot allocation protocols.

To illustrate this, we study a simplified dynamic slot allocation protocol for low-rate wireless

networks, which is sufficiently simple to allow a comprehensive analysis, yet complicated

enough to exhibit interesting, non-trivial results. This is the first application of formal

methods to dynamic slot allocation protocols, and thereby the first time such protocols have

been analysed using probabilistic model checking.

We develop formal abstractions for all the critical parts of the protocol, which makes the

model generic and scalable and enables a comparison of the performance of different slot

allocation policies. Using the probabilistic model checker PRISM, we describe how one can

systematically find policies and design parameter values for given scenarios that are optimal

with respect to performance properties such as throughput, message loss, and delay. As

energy is a critical aspect of wireless network protocols, energy-related properties such as

energy consumption, battery lifetime, and network lifetime are also studied. We also show

how the relationship between locally optimal policies, that is, policies that are optimal with

respect to the node running it, and globally optimal policies, that is, policies that are optimal

with respect to the whole network, can be studied.

This chapter is divided into four sections. In the next section, we define the protocol

studied. In Section 6.2, we describe the modelling approach, and present stochastic models

for environment, network configuration, and protocol. In Section 6.3, we present the analysis

approach, describe experiments performed, and discuss results. Section 6.4 concludes this

chapter.
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6.1 A simple slot allocation protocol

The basis of this study is a simple protocol for dynamic slot allocation, which can be con-

sidered in the context of a gossiping-based routing application. It is not based on an actual

protocol but inspired by the ones presented in [82].

In a wireless network, network nodes, called forwarders, receive messages from users in the

environment and retransmit them through the network. Time is divided into frames of equal

size, and each frame is divided into time slots of equal size. In order to avoid collisions, which

may be caused by simultaneous submissions from different nodes, communication follows a

scheduled access scheme.

Nodes usually use adaptive policies to decide, depending on the context, when to request

and when to acknowledge other nodes’ requests for further time slots. Adaptivity of a

node’s policy takes into account information about the nodes’ resources, its policy, and the

environment. Policies consider, for instance, the number of slots allocated to this node,

this node’s incoming traffic, or the network’s overall traffic. Its possible actions include

requesting the allocation of additional time slots, giving up allocated time slots upon other

nodes’ requests, and not giving up currently not needed time slots despite other nodes’

requests.

The protocol consists of the following steps:

Initialisation At the outset, each node is statically allocated one slot (the first slot of

each frame belongs to the first node, the second slot to the second node, and so on),

as indicated in Figure 6.1. These slots cannot be reallocated. The remaining slots

are initially distributed evenly amongst all nodes but remain available for dynamic

reallocation.

Receiving messages from the environment Consider a node running this protocol. In

each time slot, depending on the network traffic, the node may receive a single message

that it has to retransmit, which it subsequently stores in its buffer or drops.

Choosing an action The owner of the current time slot has a choice between three actions:

forwarding a message, requesting a time slot, and acknowledging a request.

Forwarding a message For each time slot, the node owning the current time slot can
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Figure 6.1: Initial slot allocation in a frame

forward a single message that has been stored in its buffer.

Requesting a time slot For each time slot, the node owning the current time slot can

request the allocation of an additional time slot that is currently not owned by itself.

Acknowledging a request For each time slot, if a node owns the current time slot and

another node has requested the allocation of an additional time slot, it can acknowledge

that node’s requests, and, with effect from the next time slot, one of its own slots is

reallocated to that node.

Time passing After a time slot is over, the next time slot starts, with the same steps

available again. The last time slot of a frame is immediately followed by the first time

slot of the next frame.

6.2 Modelling

This section describes how dynamic slot allocation protocols can be modelled and analysed

using the probabilistic model checker PRISM. Based on the protocol described in section 6.1,

we define abstractions for the protocol, the network, and the environment. Each of these

entities is modelled using separate PRISM modules, and the full model of the protocol is

formed by their parallel composition, representing a discrete-time Markov chain. The models

we develop are generic, in the sense that they can be instantiated for different parameters.

For this study, we consider a model of two nodes. The model contains generic representa-

tions of many configurable aspects of this class of protocols, and most parameters describing

network and protocol can be chosen by the user. Some parameters, such as the number of

109



nodes, the initial slot allocation, and the position of static slots, are fixed. However, changes

to these values can be realised by moderate extensions of the basic model.

The remainder of this section describes the submodels for environment, network, and

protocol. The respective PRISM models are given in Appendix C.

6.2.1 The environment

The environment of the protocol comprises the external users of the network and the messages

they produce. The only connection between network and environment is from the feeder to

the forwarders. In particular, there is no feedback from forwarders to the feeder.

Network traffic is self-similar [37], that is, inter-arrival times of messages follow a time-

dependent distribution. As our model is based on DTMCs, we model inter-arrival times as a

geometric distribution, which is memoryless. The quantitative behaviour of the environment,

that is, the traffic characteristics, is determined by the probability distribution of outgoing

messages. In this work, we abstract traffic using two parameters: channel utilisation and

reception probability. The channel utilisation u of a node is defined as the average ratio of the

actual to the maximum possible amount of traffic sent to this node. The reception probability

is defined differently depending on whether a packet has been received in the previous time

slot: If that is the case, the reception probability put1 (which we call reception-continuation

probability), 0 ≤ put1 < 1 represents the average length of blocks of traffic. Otherwise, that

is, if no packet has been received in the previous time slot, put0, 0 < put0 ≤ 1, is defined

as the probability that a node does not receive a message when it has received traffic in

the previous slot (which we call reception-initiation probability). In the model, the reception

probabilities of node j are represented as P PUT0 j and P PUT1 j.

The relationship between channel utilisation and reception probability can be described

mathematically as follows. The definition of put1 implies that blocks of consecutive time slots

where a specific forwarder receives messages have an expected length of 1
1−put1

. Analogously,

the reception probability put0 implies that blocks of time slots where this forwarder does

not receive messages have an expected length of 1
put0

. The channel utilisation for a single

forwarder is the ratio between the average length of a message block and the sum of the
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average lengths of a non-message block and a message block. It is given by

u
def
=

1
1−put1

1
put0

+ 1
1−put1

.

This can be simplified to the following function of put0 and put1:

u =
put0

put0 + (1− put1)
.

From this, the following equation for the reception probability put0, which is used in the

PRISM model, can be derived:

put0 = (1− put1) ·
u

1− u
.

In this study, we assume that the stochastic characteristics of each user’s traffic is inde-

pendent from the number of users. Accordingly, the behaviour of all users is represented in

a single module feeder (see Appendix section C.1.1). The probability parameters PUTi j,

declared in Appendix section C.1.2, describe the traffic from users to individual nodes j of

the network; they give the probability for a message sent in the current slot. The model

distinguishes two cases: i equals 1 if in the previous slot a message has been sent to node i,

and it equals 0 otherwise. Note that in the model the formulae above contain UTILISATION1

and UTILISATION2 instead of u. This is because channel utilisation refers to each node’s

fair share of the overall bandwidth, while the probability parameters have the same meaning

locally and globally.

A state-transition graph for the semantics of the environment module feeder is shown

in Figure 6.2. In each time slot, four types of interactions between the environment on one

hand and its feeding users and network nodes on the other hand take place, represented by

different values of the variable mode. Each behaviour corresponds to a number of actions,

which are represented by action labels written in square brackets. That is, in the initial

state (mode equals 1), users can send messages to node 1 (action put1). Subsequently, when

mode equals 2, users can send messages to node 2 (action put2). After this, when mode

equals 3, depending on the current allocation of slots and the policies of the nodes, it is

chosen (action choose1 or choose2) which activity the slot owner (given by variable ownc)
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Figure 6.2: Labelled transition system of the environment

const int index1 = 1;

const int index2 = 2;

Figure 6.3: Declaration of generic forwarder indices

performs next: send, request, acknowledge or nothing. Then, when mode equals 0, the slot

owner (given by variable ownc) performs the chosen action: it can forward a message (action

send1 or send2), request additional time slots (action req1 or req2), acknowledges other

nodes’ requests (action ack1 or ack2), or stay idle (action idle1 or idle2). Finally, mode

equals 1 again. The motivation for designing the feeder module based on these four simple

modes is to allow intuitive understanding and simple synchronisation with the model’s other

modules.

6.2.2 The network

In this example, the network consists of two nodes. As transitions in the model need to refer

to each node in a generic way, we declare generic indices for them (see Figure 6.3). By doing

this, PRISM modules for forwarders that refer to individual nodes need to be defined only

once and modules for further forwarders can be defined by simple syntactical replication of

them.

The behaviour of each node of the network is controlled by its buffer size and its policy.

112



Policy parameters, declared in Appendix section C.2.1, can be divided into stochastic and

discrete parameters. The buffer sizes for node 1 and node 2 are determined by the values of

BS1 and BS2, respectively. There are three pairs of discrete parameters that describe when

requests can be made and when other nodes’ requests may be acknowledged:

• the acknowledging thresholds ACK1 and ACK2 describe the maximum buffer occupation

for node 1 and node 2, respectively, to acknowledge another node’s request;

• the requesting thresholds REQ1 and REQ2 describe the minimum buffer occupation for

node 1 and node 2, respectively, to make a request;

• the buffer occupation difference thresholds BDIFF1 and BDIFF2 describe the minimum

difference in buffer occupations of node 1 over node 2 and node 2 over node 1, respec-

tively, to make a request.

The parameters REQ1 and REQ2 represent the eagerness or aggressiveness of a policy with

respect to requesting dynamic time slots. Low values stand for eager policies and high values

for lazy ones. The parameters ACK1 and ACK2 represent the hesitancy or passivity of a policy

with respect to granting acknowledgements. Low values stand for hesitant policies and high

values for non-hesitant ones.

There are two pairs of stochastic parameters that describe the probabilistic choice between

the actions ack, req, and send when more than one of them is available:

• the sending inclination parameters P SEND1 and P SEND2 describe the probability for

node 1 and node 2, respectively, to forward a message (send) when it is able to ac-

knowledge another node’s request (ack) or to make a request (req);

• the requesting inclination parameters P REQ1 and P REQ2 describe the probability for

node 1 and node 2, respectively, to make a request (req) when it is unable to forward

a message (send) but is able to acknowledge another node’s request (ack).

When two or three actions are enabled at the same time, the probabilistic choice between

them combines sending inclination, requesting inclination, and their complements and uses

their products as conditional probabilities (see Appendix section C.2.3). The sum of the

probabilities of all enabled commands is always one, in order to give a well-formed DTMC.
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In each slot, when mode equals 3, a choice between the actions available to the slot owner

is made, which is reflected in the variables choice1 and choice2; when mode equals 0, the

action is executed based on sending and requesting inclination.

As this work is based on a general notion of adaptive policies, this includes most static

and random policies as well. In static policies, all time slots are subject to a fixed allocation

to nodes. They are represented by

ACK = −1, REQ = BS+ 1.

The parameter definition ACK = −1 for a node says that other nodes’ requests may be

acknowledged precisely when this node’s buffer occupation does not exceed −1, that is,

other nodes’ requests are never acknowledged. The parameter definition REQ = BS + 1 for

a node says that this node may make a request precisely if its buffer occupation equals or

exceeds BS+1, that this is, this node never makes requests. In random policies, all time slots

but one per node are allocated dynamically, and they are always reallocated to requesting

nodes as soon as possible. They are represented by

ACK = BS, REQ = 0, P SEND ∈ (0, 1), P REQ ∈ (0, 1).

The parameter definitions ACK = BS and REQ = 0 for a node say that other nodes’ requests

may be acknowledged whenever the buffer occupation does not exceed BS (that is, requests

may always be acknowledged) and that requests may be made whenever its buffer occupation

equals or exceeds 0 (that is, requests may always be made). The parameter definitions for

P SEND and P REQ exclude the deterministic cases of never/always sending/receiving. The

various combinations of policy parameters allow the representation of a wide range of adaptive

policies.

In order to support a succinct, high-level representation of policies, the availability of

the different actions is represented using abstractions defined in Appendix section C.2.2, for

example, can ack1 for “node 1 can acknowledge another node’s request for dynamic time

slots”. The boolean formulae in module forwarder1 describe whether a node is allowed to

acknowledge another node’s request (can ack1), to receive an acknowledgement from another

node (can ack2), to make a request (can req1), or to forward a message (can send1). The
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Figure 6.4: Semantics of the actions put1 and put2

variables r1 and r2 equal 1 when node 1 or node 2 have requested ownership of a slot owned

by nodes other than itself, respectively; otherwise, they equal 0.

The behaviour of network nodes conforming to the protocol is implemented in module

forwarder1 (see Appendix section C.2.3). New messages received are accepted at any time

(put1); however, following [4], we assume that messages are lost by a node if the node’s

buffer is full when they are received (see Figure 6.4). The actions ack1, req1, and send1

are available whenever the corresponding primitives of can ack1, can req1, and can send1,

respectively, evaluate to true (see Figures 6.5, 6.6, and 6.7). The variable r1 indicates whether

node 1 has requested the allocation of an additional slot. The probabilistic choice between

these actions is governed by the policy parameters P SEND1 and P REQ1. To avoid livelocks

and deadlocks when none of the previously introduced communication primitives is enabled,

the action idle1 (see Figure 6.8) can always be chosen to let time pass when this is the case.
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Figure 6.5: Semantics of the actions send1 and send2

Figure 6.6: Semantics of the actions req1 and req2

Figure 6.7: Semantics of the actions ack1 and ack2
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Figure 6.8: Semantics of the actions idle1 and idle2

The choice amongst available actions is realised by the action choose1 (see Figure 6.9).

The module forwarder2 (see Appendix section C.2.4) describes the second node, and

a similar structure can be used to describe further nodes running the protocol. As mod-

ule forwarder2 is defined by renaming of module forwarder1 and nodes are only refer-

enced by the generic indices defined above, its structure is completely analogous to module

forwarder1. Also, the semantics of the defined abstractions is equivalent for both nodes 1

and 2.

6.2.3 The protocol

In addition to the rules for the behaviour of nodes, which have been described in section

6.2.2, the protocol comprises rules for dynamically assigning slots to nodes. To allow different

scenarios, there is a network parameter FS for frame size as declared in Appendix section

C.3.1.

In order to complete the specification of the protocol, we had to carefully model the

semantics for all actions a node can perform. To support a succinct, high-level representation

of the acknowleding and time-passing behaviour, complex boolean conditions are represented

using abstractions defined in Appendix section C.3.2, for example, last slot for “this is the

last slot of the frame” and next2 for “the next time slot may be allocated to node 2”.

The protocol has been implemented in the PRISM module slotCounter (see Appendix

section C.3.3). The semantics of the nodes’ actions is as follows:

• send1, send2: node 1 or node 2, respectively, forwards a message. The next slot is

owned by node 2 if this node still has an unused slot remaining, else by node 1 if this

node has an unused slot remaining, and otherwise by no one. If this slot is the final
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Figure 6.9: Semantics of the actions choose1 and choose2

slot of the frame, the model resets its variables for the new frame.

• req1, req2: node 1 or node 2, respectively, request dynamic slots from another node.

The semantics for allocating the next slot and initialising a new frame is equal to the

one for the actions send1 and send2.

• ack1, ack2: node 1 or node 2, respectively, attempts to acknowledge another node’s re-

quest for dynamic slots. We consider the case of ack1, as both cases are fully symmetric

to each other (see Figure 6.10).

If the number of unallocated slots is sufficient for fulfilling node 2’s request, that is,

at least as large as the number of messages currently stored in node 2’s buffer, this is

done. Otherwise, only one of node 1’s dynamic slots is reallocated to node 2.

The semantics for allocating the next slot and initialising a new frame is equal to the

one for the actions send1 and send2.

• idle: time passes. The semantics for allocating the next slot and initialising a new

frame is equal to the one for the actions ack1 and ack2.
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Figure 6.10: Slot allocation in a frame of size 4

In particular, acknowledgements of ownership requests become effective immediately (con-

trary to becoming effective in the next frame) and new allocations are valid until changed. It

is possible, however, that a policy prescribes not to acknowledge another node’s request even

if there is a sufficient number of unallocated slots; the availability of slots is only checked

when executing ack1 or ack2, but such a policy never executes any of those actions.

Figure 6.11 shows a state-transition graph for the semantics of the protocol as given in the

slotCounter module, using the abstractions over states defined in Appendix section C.3.2.

Each circle and each arc refer to classes of states resulting from applying these abstractions.

Subfigure 6.11a shows the model for action ack1 and Subfigure 6.11b shows the model for

the actions idle1, req1, and send1. Considering action send1, for example, there are three

possible transitions on the abstract states shown: if the current slot is not the last slot of

the frame (!last slot), the next slot can be used by node 2 (next2) if possible (as slots are

allocated via round robin amongst all nodes that have not used up their allocated number of

slots and the current slot is used by node 1), by node 1 (next1) if not (!next2); otherwise,

that is, if the current slot is the last slot of the frame (last slot), the next state is described

by !last slot and next2 (as the first state is always allocated to node 1 and at least one

119



(a) Semantics of ack1

(b) Semantics of idle1, req1, and send1

Figure 6.11: Labelled transition systems of the protocol
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slot has been allocated to node 2).

6.2.4 Realistic wireless channel and radio models

In order to model the considered slot allocation protocols as realistically as sensible, we

take into account the wireless channel and radio models with interference that have been

introduced in Chapter 3 and used in Chapters 4 and 5. In contrast to existing models for

wireless communication, they allow a significantly more accurate representation of spatial

and interference characteristics.

As described in the previous chapters, we obtain models in three steps: graphical specifi-

cation in CaVi, generation of PRISM code in CaVi, and manual enhancement of the PRISM

models.

We have extended these models for the slot allocation protocol in order to investigate two

questions: First, which properties does this protocol exhibit when considering a larger model

with a realistic representation of channel and radio characteristics, including asynchronous

and multi-hop communication? Second, how realistic and scalable are the novel wireless

communication models?

In order to address these questions, we have computed probabilistic abstractions for

reception probabilities using CaVi and subsequently enriched the existing PRISM models

with those abstractions. For the modelling of wireless channel and radio, we have assumed

the node in the network to be placed within a square grid of three times three nodes with a

distance of 1.5 metres and the other network parameters as in Chapter 4.

For the enhanced model, all actions that involve an interaction with the channel (that is,

requesting, sending, and acknowledging) have been adapted to the lossy-channel paradigm.

As large networks make it more likely for messages to be lost before reaching their destination,

guaranteeing a certain Quality of Service with respect to the number of delivered messages

requires a higher messages input and thus a higher network load. Performance properties

such as effective throughput can give valuable insights into this.

The PRISMmodel based on the wireless-channel and radio models from Chapter 3 is given

in Appendix C. In addition to the abstractions discussed in the previous chapters, we use a

new variable p nocoll to abstract the reception probability between a sending and a receiving

node. This abstraction is computed in CaVi, based on channel and radio parameters of the
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CaVi model. All actions involving an interaction with the wireless channel have been modified

accordingly, such that sending has been assigned a probability of p nocoll representing a

successful transmission and a probability of 1-p nocoll representing a message loss. The

resulting PRISM code is given in Appendix section C.2.5.

6.3 Experiments and results

In this section, we present the analysis methodology used, describe concrete experiments, and

report on results. The results can be distinguished into three groups: first, quantitative ones

such as computed performance measures, second, qualitative ones such as optimal policy

parameters with respect to a given performance measure, and third, nonnumerical trends

such as interesting behaviours.

All experiments have been conducted using version 3.3 of PRISM, in particular its hybrid

verification engine, on an Intel Core 2 Duo CPU (model number P9600, two cores, 2.66 GHz

clock rate) with 2 GB of memory.

Performance characteristics are described using probability and expected reward mea-

sures. Numerical solution is performed using PRISM’s default settings but with the JOR

solution method, as other solution methods do not always converge within the set maximum

number of iterations.

In order to find optimal policies1 for different environments, even the policy space of

this relatively small protocol is too large to be explored randomly. Therefore, a systematic

approach based on iterative interpretation and improvement of experiments is used to find

policies that are optimal for given scenarios. As our model is generic, it can be analysed for

different sets of values, thus yielding optimal policies for different scenarios of fixed parameter

values. However, the aim of this work is not primarily to find a provably optimal policy or

to explore the whole policy space, but to demonstrate how a user can conduct experiments

in order to find optimal policies for given scenarios with the desired level of confidence but

a significantly reduced effort required.

Unless indicated otherwise, all experiments have been performed with the default param-

1In this chapter, “optimal policies” refers to finding protocols parameters that are optimal with respect to
minimisation or maximisation of a given performance measure. We do not study optimal policies of MDPs
as described by [81].
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eters given in Table 6.1.

Parameter Value

channel utilisation 0.5
reception-continuation probability 0.7
frame size 4
buffer size 2
P SEND1, P SEND2 0.9
P REQ1, P REQ2 1.0
ACK1, ACK2 0
REQ1, REQ2 0
BDIFF1, BDIFF2 -100

Table 6.1: Default parameter values for experiments

As the models used in this study are based on discrete time, time bounds correlate to

numbers of transitions. All properties describing long-run behaviour are evaluated for a time

limit of TIME MAX = 100, 000 steps, that is, until this maximum time has been reached.

6.3.1 Specification of performance properties

Quantitative performance measures of DTMC models are described using reward formulae

of the PRISM property specification language [59], which extends the probabilistic temporal

logic PCTL with support for reward-based measures. The properties evaluated in this work

are expressed either as a single formula (for instance, throughput) or as an arithmetic expres-

sion over two formulae (for instance, delay – defined as an expression over buffer occupation

and throughput). Each formula describes the expected value of a reward function that is

defined over states and transitions. In PRISM, both types of reward functions are described

using so-called reward structures. The remainder of this subsection describes all performance

properties used in this work.

The reward structures for this chapter’s models are listed in Appendix section C.4.

Simple reward structures and formulae

Note that, as each time slot is divided into four modes (for each of the different values of

mode), the expected average slot length corresponds to four, and thus a reward of four is

given in order to achieve an expected reward of one per time slot.
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Expected message throughput The main performance property in the context of rout-

ing or gossiping is message throughput, which describes the number of messages forwarded. It

has been implemented in the reward structure throughput. The expected message throughput

describes the expected number of messages forwarded in the long run and is specified by the

following formula:

Rthroughput=?[C
≤TIME MAX ].

In order to juxtapose locally and globally optimal policies, the message throughput for a

single node (here node 1) is described by the reward structure throughput1.

Expected message loss The message loss describes the number of messages lost and has

been implemented in the reward structure loss. The expected message loss describes the

expected number of messages lost in the long run and is specified by the following formula:

Rloss=?[C
≤TIME MAX ].

Expected average buffer occupation The buffer occupation describes the number of

messages in the nodes’ buffers and has been implemented in the reward structure buffer. The

intuitive idea behind this definition is to measure the buffer occupation at the beginning of

each slot, before any feeder or forwarder action occurs. The expected average buffer occupation

describes the expected average number of messages in the nodes’ buffers in the long run and

is specified by the following formula:

Rbuffer=?[C
≤TIME MAX ].

Expected frequency of idle periods The number of idle periods describes the number

of idle periods passed, that is, time slots in which neither requesting, nor acknowledging,

nor forwarding is possible, and has been implemented in the reward structure idle. The

expected frequency of idle periods describes the expected average number of idle periods in

the long run and is specified by the following formula:

Ridle=?[C
≤TIME MAX ].
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Expected number of acknowledgements The number of acknowledgements describes

the number of acknowledgements sent, and at the same time the number of reallocations,

and has been implemented in the reward structure acknowledged. The expected number of

acknowledgements describes the expected number of acknowledgements sent in the long run

and is specified by the following formula:

Racknowledged=?[C
≤TIME MAX ].

Expected number of slots reallocated The number of slots reallocated has been imple-

mented in the reward structure reallocated. The intuitive idea behind this definition is to

measure the number of slots that are newly allocated to a node, either from another node

or from being unallocated. The expected number of slots reallocated describes the expected

number of slots reallocated in the long run and is specified by the following formula:

Rreallocated=?[C
≤TIME MAX ].

Expected traffic The traffic describes the number of messages sent by the environment

and has been implemented in the reward structure traffic. The expected traffic describes

the expected average number of messages per time slot sent in the long run and is specified

by the following formula:

Rtraffic=?[C
≤TIME MAX ].

Expected energy consumption The energy experiments are based on the IEEE 802.15.4/Zig-

Bee device specified in Section 2.4.

As the slot allocation protocol is an abstract schema that does not define a frequency for

its operation, its energy behaviour is described time-independently by giving reward values

for a time duration of 1ms. The reward values are based on the fact that, for acknowledging

and requesting, both a receive operation (RX) and a transmit operation (TX) are required,

while for sending only a TX operation is needed, for staying idle no operation is required, and

during choose no time is passing. The resulting parameterisation of the transition reward

function is given in Table 6.2, with the rewards in µWs: each put or send action corresponds

to a transmission to one node; each ack or req action corresponds to a transmission from one
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node to another node that is receiving; each idle action corresponds to both nodes being in

the so-called “active mode”; each choose action corresponds to an instant computation thus

no energy consumption.

Action energy consumption

put 320µs× TX
send 320µs× TX
ack 320µs× (RX + TX)
req 320µs× (RX + TX)
idle 320µs×AM
choose 0µs

Table 6.2: Calculations for energy reward function

The energy consumption describes the amount of energy in nWh consumed during one

time slot and has been implemented in the reward structure energy. The expected energy

consumption describes the expected amount of energy consumed per time slot in the long

run and is specified by the following formula:

R{"energy"}=? [ S ]

Derived reward structures and formulae

In order to describe multidimensional Quality of Service properties, basic performance prop-

erties can be combined: for example, throughput with loss, throughput with delay, or

throughput with loss and delay. As constrained optimisation problems cannot be solved

within PRISM, such properties are implemented using arithmetic expressions over two re-

ward functions.

Expected delay The delay describes the average number of time slots from reception

until forwarding of a message. The expected delay is defined as the ratio of expected buffer

occupation to expected message throughput.

Expected effective throughput The effective throughput describes the number of new

messages forwarded, that is, messages lost are not counted.

Let t be the expected throughput and l be the expected number of lost messages. As we

assume that lost messages are resent, the expected number of messages to be sent in each

time slot is t + l. Thus, forwarding one message requires t+l
t attempts, or – in other words

126



– the expected fraction of new messages is t
t+l . Hence, the expected effective throughput e

is defined as the ratio of expected throughput t to the expected number of transmission

attempts per message, given by

e
def
=

t2

t+ l
.

6.3.2 Scalability of the analyses

An important aspect of formal methods is their scalability. To reason about this, space and

time requirements have been evaluated with respect to frame and buffer size.

In Table 6.3 and Table 6.4, the expected throughput is computed for different frame

sizes and for different buffer sizes, respectively. The tables show the number of states of the

probabilistic model, its required space, the number of iterations performed by the underlying

numerical method, and the time required for model construction and verification.

Frame size States Space Iterations Verification time

4 3665 0.3 MB 4753 0.63 s
6 9072 0.9 MB 10485 3.3 s
8 18109 1.6 MB 18411 11 s
10 31857 2.8 MB 28401 30 s
12 51390 4.2 MB 40334 66 s
14 77733 5.9 MB 54107 134 s
16 111960 7.9 MB 69663 244 s
18 154992 11.2 MB 86975 489 s
20 207867 13.9 MB 104712 1115 s

Table 6.3: Impact of frame size on accuracy, model size, and verification time (scenario:
BS=2, ACK=0, REQ=0, BDIFF=-100), P SEND=0.9, P REQ=1)

Buffer size States Space Iterations Verification time

2 3665 0.3 MB 4753 0.63 s
4 10860 0.6 MB 4710 1.7 s
6 21912 1.0 MB 4620 3.3 s
8 36804 1.5 MB 4601 5.2 s
10 55536 2.1 MB 4590 7.6 s
12 78108 2.8 MB 4579 13 s
14 104520 3.7 MB 4574 16 s
16 134772 4.4 MB 4570 22 s
18 168864 5.3 MB 4568 28 s

Table 6.4: Impact of buffer size on accuracy, model size, and verification time (scenario:
FS=4, ACK=0, REQ=0, BDIFF=-100), P SEND=0.9, P REQ=1)

The results show that the space and time requirements are exponential with respect to
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the frame size, but the increase is less sensitive to buffer size than to frame size. This is

because an increase of the frame size affects the ranges of many variables of the PRISM

model, thus increasing the state space, while an increase in buffer size only affects values in

the PRISM model, but within the existing state space. Overall, the analysis of medium-sized

networks is feasible.

6.3.3 Optimising stochastic policy parameters

Four key performance properties – expected message throughput, expected message loss,

expected effective throughput, and expected delay – have been analysed for different values

of buffer size and frame size, respectively. In several experiments, optimal values for policy

parameters under given scenarios (that is, for some parameters fixed) are determined, where

optimality usually refers to maximum expected throughput.

As defined earlier, dynamic policies describe how a node, depending on its context,

chooses whether to make a request, send an acknowledgement for another node’s request, or

forward a message. In this work, the context of a node comprises all nodes’ buffer status,

and choices can be made stochastically.

Policies are specified using two stochastic parameters (P SEND and P REQ) and three dis-

crete parameters (ACK, REQ, and BDIFF). Each of the stochastic policy parameters influences

the other stochastic one, and each of the discrete ones influence the other discrete ones.

The first experiment determines the relationship between stochastic policy parameters

and traffic characteristics. For four combinations of channel utilisation and reception-probability,

Figure 6.12 shows the expected throughput with respect to different values of P SEND and

P REQ. The optimal values for the stochastic policy parameters highly depend on the traffic

characteristics. For low channel utilisation of 0.25 and low reception-continuation probability

of 0.1, the optimal values for sending and requesting inclination are 1.0 and 1.0, respectively.

For a high reception-continuation probability of 0.9, the optimal values for sending and re-

questing inclination are 0.0 and 1.0, respectively. For high channel utilisation of 0.75 and

low reception-continuation probability of 0.1, the optimal values for sending and requesting

inclination are 0.9 and 1.0. For high reception-continuation probability of 0.9, the optimal

values for sending and requesting inclination are 1.0 and 1.0.

Generally, when the channel utilisation is low and the reception-continuation probability
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Figure 6.12: Optimal stochastic policy parameters for different traffic characteristics (sce-
nario: FS=4, BS=2, ACK=0, REQ=0, BDIFF=-100)

is high, good policies favour requesting and acknowledging over sending. This is because the

scenario is the one when it is most likely for dynamic slots to be available for reallocation.

Under opposite traffic characteristics, optimal policies favour sending.

Figure 6.13 also shows the expected throughput, but for an additive interference model

and a larger network. For a channel utilisation of 0.25, the expected throughput is almost

identical to that for the standard model, but for a channel utilisation of 0.75, it is zero.

It is likely that the latter is due to a low signal-to-noise ratio caused by the high channel

utilisation.

Figure 6.14 shows the expected energy consumption with respect to different values of

P SEND and P REQ. The results show that the minimum expected energy consumption de-

creases with higher sending probabilities. This is because higher sending probabilities lead

to a faster completion of the protocol.

Figure 6.15 shows the expected energy consumption, but for an additive interference

model and a larger network. For a channel utilisation of 0.25, the values are almost identical

to those for the standard model, but for a channel utilisation of 0.75, they are constantly low.
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Figure 6.13: Optimal stochastic policy parameters for realistic wireless model and different
traffic characteristics (scenario: FS=4, BS=2, ACK=0, REQ=0, BDIFF=-100)
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Figure 6.14: Energy-optimal stochastic policy parameters for different traffic characteristics
(scenario: FS=4, BS=2, ACK=0, REQ=0, BDIFF=-100)
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Figure 6.15: Energy-optimal stochastic policy parameters for realistic wireless model and
different traffic characteristics (scenario: FS=4, BS=2, ACK=0, REQ=0, BDIFF=-100)

The latter correlates with the throughput of zero, and it is likely that a low signal-to-noise

ratio caused by the high channel utilisation has led to sending and receiving not taking place

and energy consumption resulting merely from listening.

The second experiment determines the relationship between stochastic policy parameters,

frame size, and buffer size. For three combinations of frame size and buffer size, Figure 6.16

shows the expected throughput with respect to different values of P SEND and P REQ. The

optimal value for sending inclination varies with both frame and buffer size while the optimal
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Figure 6.16: Optimal stochastic policy parameters for different frame and buffer sizes, part
1 (scenario: UTILISATION=0.5, PUT1=0.7, ACK=0, REQ=0, BDIFF=-100)
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value for requesting inclination is always 1.0.

The third experiment determines the relationship between stochastic policy parameters,

frame size, and buffer size. For the four optimal value combinations of stochastic policy

parameters that have been ascertained in the first experiment, Figure 6.17 shows expected

values for throughput, message loss, effective throughput, and delay. The optimal combina-

tions of sending and requesting inclination vary with different frame and buffer sizes. For

high frame sizes, a sending inclination of 0.9 combined with a requesting inclination of 1.0 re-

sults in the highest throughput, highest effective throughput, lowest message loss, and lowest

delay. With increasing buffer size, a sending inclination of 0.0 combined with a requesting

inclination of 1.0 has analogous results.

6.3.4 Optimising discrete policy parameters

The second group of parameters that constitutes a node’s adaptive policy are the discrete

policy parameters. The values of ACKi, REQi, and BDIFFi describe how each node i chooses,

depending on buffer occupation, whether it may request slots and whether it may acknowl-

edge such requests. Again, optimisation is performed for given scenarios, that is, for some

parameters fixed.

The first experiment determines optimal discrete policy parameters with respect to dif-

ferent traffic characteristics. Figure 6.18 shows the expected throughput. The optimal values

for the discrete policy parameters are partially influenced by traffic characteristics. For low

reception probabilities, a buffer occupation difference threshold of 3 is optimal. That is,

optimal policies are static, as requesting is discouraged. For high reception probabilities, a

buffer occupation threshold of -2 is optimal. Here, the optimal acknowledging and request-

ing thresholds are both 0. That is, under optimal policies, requesting is always allowed, but

nodes only acknowledge requests if their own buffer is empty.

Figure 6.19 also shows the expected throughput, but for an additive interference model

and a larger network. Both expected throughput and optimal discrete policy parameter

values differ widely for these scenarios. This is probably because spatial characteristics are

considered in the model used.

Figure 6.20 shows the expected energy consumption with respect to different traffic char-

acteristics. The results indicate that all scenarios have ACK = 2, REQ = 2 with BDIFF = 2 or
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Figure 6.17: Optimal stochastic policy parameters for different frame and buffer sizes, part
2 (scenario: UTILISATION=0.5, PUT1=0.7, FS=4/BS=2, ACK=0, REQ=0, BDIFF=-100)
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Figure 6.18: Optimal discrete policy parameters for different traffic characteristics (scenario:
FS=4, BS=2, P SEND/P REQ optimal values from previous experiments)
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Figure 6.19: Optimal discrete policy parameters for realistic wireless model and different
traffic characteristics (scenario: FS=4, BS=2, P SEND/P REQ optimal values from previous
experiments)
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Figure 6.20: Energy-optimal discrete policy parameters and different traffic characteristics
(scenario: FS=4, BS=2, P SEND/P REQ optimal values from previous experiments)

BDIFF = 3 as an optimal policy, with significant differences in the resulting energy consump-

tions.

Figure 6.21 shows the expected energy consumption with respect to different traffic char-

acteristics, but for an additive interference model and a larger network. The results are

in the same range as those for the standard model, with the same optimal discrete policy

parameters.

The second experiment determines optimal discrete policy parameters with respect to

different frame and buffer sizes. The values for the acknowledging threshold are the optimal

values from the previous experiments. Figure 6.22 shows expected values for throughput,

message loss, effective throughput, and delay. For low frame sizes, an acknowledging thresh-

old of 0 and a buffer occupation difference threshold of -100 are optimal, while for large

frame sizes an acknowledging threshold of -1 is optimal. That is, for small frame sizes, under

optimal policies, requesting is always allowed but nodes only acknowledge requests if their

own buffer is empty; for large frame sizes, the simplest optimal policies are static. However,

for all frame sizes there are optimal policies that are dynamic. For time-critical applications,
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Figure 6.21: Energy-optimal discrete policy parameters for realistic wireless model and differ-
ent traffic characteristics (scenario: FS=4, BS=2, P SEND/P REQ optimal values from previous
experiments)

these policies may still have advantages over static ones.

For different buffer sizes, the optimal policies are always dynamic such that requesting is

always allowed but nodes only acknowledge requests if their own buffer is empty.

A significant correlation between buffer size and expected delay can be observed. The

reason for this is that, with smaller buffer sizes more messages are dropped, but those mes-

sages that are stored in the buffer are forwarded comparably faster. In practice, however,

lost messages usually need to be resent. This can be represented more appropriately using

a new performance measure effective delay, which can be defined analogously to effective

throughput.

6.3.5 Optimal policies

The experiment conducted in this chapter approximate optimal policy parameters with re-

spect to different scenarios (for example, traffic characteristics) by searching the parameter

space.

In order to reduce the large space of parameter values, a number of combinations of chan-
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Figure 6.22: Optimal discrete policy parameters for different frame and buffer sizes (scenario:
UTILISATION=0.25, PUT1=0.9, FS=4/BS=2, P SEND=0, P REQ=1, REQ=0
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(a) P SEND, P REQ (b) BDIFF, ACK, REQ

Figure 6.23: Optimal policies for different traffic characteristics (scenario: FS=4, BS=2,
ACK=0,REQ=0, BDIFF=-100/P SEND,P REQ optimal values from previous experiments)

nel utilisation and reception-continuation probability have been identified such that they can

be presented in partition graphs. Figure 6.23 shows the optimal stochastic policy parameters

(in Figure 6.23a) and the optimal discrete policy parameters (in Figure 6.23b) for all parti-

tions. Most policies favour sending over requesting and requesting over acknowledging. How-

ever, for low channel utilisation (up to 0.5 of the capacity) and a high reception-continuation

probability of 0.9, requesting is favoured over sending; also, for low to medium reception

probabilities (up to 0.5) and comparably high channel utilisation (from 0.5 of its capacity),

the bias towards sending is slightly lower at 0.9.

The two cases where policies are less biased towards sending can be explained as follows:

In the first case, a low channel utilisation allows nodes to accept other nodes’ requests to give

up time slots without a large performance risk. By doing this, it also becomes more likely for

their own requests to be acknowledged, thus sending such requests becomes more effective,

too. In the second case, while the channel utilisation is high, the lower reception-continuation

probability makes it rather unlikely that frames are received in large blocks. Interestingly, the

higher the reception-continuation probability (the more likely it is that frames are received

in blocks and the longer such blocks are), the higher the required channel utilisation for a
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sending bias of 0.9 to be effective. Thus, also in this case, a slight bias towards requesting

time slots turns out to be beneficial.

For many of the considered classes of traffic characteristics, the optimal policies are trivial.

That is, in these cases, the parameters related to buffer occupation (BDIFF, ACK and REQ)

are such that they have no effect, and second, sending is always (with a probability of 1.0)

favoured over receiving and receiving is always favoured over acknowledging. In the first

case, the buffer sizes considered are too small for these parameters to be effective when the

reception-continuation probability is 0.7 or less, otherwise they are effective. In the second

case, the exchanges of control messages for requesting and acknowledging happen too often

and consume too much time when the likelihood of successful re-allocation of time slots is

too low and the costs of re-allocation outweighs the benefit, especially as the number of slots

allocated is sometimes suboptimal (due to the protocol).

Trivial policies occur much less often under demanding traffic conditions, such as high

channel utilisation combined with low reception-continuation probability and vice versa.

Thus, it can be concluded that the protocol does impose adaptive policies on nodes when

needed but remains silent otherwise. Hence, from this general point of view, the protocol is

efficient.

The interpretation of the obtained optimal policy parameters presented in this Chapter

has been confirmed using PRISM’s discrete-event simulator.

6.3.6 Local and global optimality

Policies that are locally optimal, that is, optimal for the performance of a single node, are

not necessarily globally optimal, that is, optimal for the performance of a whole network.

In the protocol considered in this work, all nodes of the network collaborate on the

common goal of forwarding received messages. That is, the objective of the protocol is to op-

timise global performance. As single nodes usually do not have a global view of the network,

protocol design and implementation is responsible for modifying the existing performance

measures such that local and global optimality coincide.

Situations where locally optimal node policies cannot be realised simultaneously are called

competition scenarios. In order to establish policies for which local and global optimality

coincides, combinations of the five policy parameters are qualitatively abstracted as “roles”.

139



−2 −1 0 1 2 3
5000

5500

6000

6500

7000

7500

8000

8500

9000

BDIFF1

E
xp

ec
te

d 
th

ro
ug

hp
ut

(a) equal policies, throughput per
node

−2 −1 0 1 2 3
5000

6000

7000

8000

9000

10000

11000

BDIFF2

E
xp

ec
te

d 
th

ro
ug

hp
ut

(b) globally optimal policy for
node 1, throughput of node 1

−2 −1 0 1 2 3
7200

7400

7600

7800

8000

8200

8400

8600

8800

BDIFF2

E
xp

ec
te

d 
th

ro
ug

hp
ut

(c) globally optimal policy for
node 1, throughput per node

−2 −1 0 1 2 3
7500

8000

8500

9000

9500

10000

10500

11000

BDIFF2

E
xp

ec
te

d 
th

ro
ug

hp
ut

 

 

ACK2=−1, REQ2=0
ACK2=0, REQ2=0
ACK2=1, REQ2=0
ACK2=2, REQ2=0
ACK2=−1, REQ2=1
ACK2=0, REQ2=1
ACK2=1, REQ2=1
ACK2=2, REQ2=1
ACK2=−1, REQ2=2
ACK2=0, REQ2=2
ACK2=1, REQ2=2
ACK2=2, REQ2=2
ACK2=−1, REQ2=3
ACK2=0, REQ2=3
ACK2=1, REQ2=3
ACK2=2, REQ2=3

(d) locally optimal policy for node
1, throughput of node 1

−2 −1 0 1 2 3
5000

5500

6000

6500

7000

7500

8000

BDIFF2

E
xp

ec
te

d 
th

ro
ug

hp
ut

(e) locally optimal policy for node
1, throughput of node 2

−2 −1 0 1 2 3
7850

7860

7870

7880

7890

7900

7910

7920

7930

BDIFF2

E
xp

ec
te

d 
th

ro
ug

hp
ut

(f) locally optimal policy for node
1, throughput per node

Figure 6.24: Locally and globally optimal discrete policy parameters for different traffic
characteristics (scenario: UTILISATION=0.25, PUT1=0.9, FS=4, BS=2, P SEND/P REQ opti-
mal values from previous experiments, time limit 100,000)

On one end of the spectrum, node policies can realise cooperative roles, on the other end

they can realise non-cooperative, don’t-care or competitive roles; obviously, most policies are

located between these extremes.

In order to compare different competition scenarios, this experiment has been conducted

to determine the optimal discrete policy parameters. Figure 6.24 shows the expected through-

put. When both nodes use the same policy, the maximum expected throughput over all nodes

is 8,638 and the minimum throughput is 5,434 (as shown in Subfigure 6.24a).

When node 1 uses the globally optimal policy, which is the policy with the maximum

expected throughput over all nodes (ACK = 0, REQ = 0, BDIFF = −2), the maximum expected

throughput is 10,643 and the minimum expected throughput is 5,092, depending on the policy

of node 2 (as shown in Subfigure 6.24b). For node 2, the values are almost the same with

a maximum of 10,643 and a minimum of 5,078. As shown in Subfigure 6.24c, the maximum

expected throughput over all nodes is 8,638 and the minimum 7,339.

Subfigure 6.24d shows that the locally optimal policy for node 1, which is the most

aggressive and least hesitant policy (ACK = −1, REQ = 0, BDIFF = −2), achieves a maximum
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Figure 6.25: Locally and globally optimal discrete policy parameters for realistic wireless
model and different traffic characteristics (scenario: UTILISATION=0.25, PUT1=0.9, FS=4,
BS=2, P SEND/P REQ optimal values from previous experiments, time limit 100,000)

expected throughput of 10,643 and a minimum expected throughput of 7,922 for this node.

For node 2, the maximum expected throughput is 7,923 and the minimum is 5,076 (as shown

in Subfigure 6.24e). As shown in Subfigure 6.24f, the maximum expected throughput over

all nodes is 7,923 and the minimum is 7,860. Fully static policies always have an expected

throughput of 7,923.

Thus, a node using a locally optimal policy instead of a globally optimal one increases

its minimum expected throughput by 56 percent while its maximum expected throughput

remains the same. With respect to the whole network, the minimum expected throughput

achieved by locally optimal policies is seven percent higher than that for globally optimal

policies, while the maximum throughput is eight percent lower. Hence, globally optimal

policies can achieve a higher network performance than locally optimal policies, but they are

less robust, meaning that they are significantly adversely affected by locally optimal policies

of other nodes, where locally optimal policies are not.

Figure 6.25 shows the expected throughput for the same competition scenarios, but for

an additive interference model and a larger network. The results show visibly lower values for
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expected energy consumption, but the best and worst policies are the same for all scenarios.

That is, as expected, general relationships between aggressive and hesitant local policies

remain the same despite changes in channel and network model.

6.4 Conclusion

In this chapter, we have presented a comprehensive methodology based on probabilistic model

checking for design, modelling, and analysis of dynamic slot allocation protocols. The general

approach used in this work – based on generic models, formal abstractions, and step-wise

state-space exploration – is applicable to a wide range of network protocols.

For a simple sample protocol developed as part of this study, a modular, generic model of

dynamic slot allocation has been developed and high-level abstractions for traffic character-

istics, node policies, and protocol semantics have been defined. The model has been shown

to be very scalable, and the abstractions can easily be adapted to different, more complex

node policies and protocol semantics. For example, the integration of better traffic models,

based on time-dependent probability distributions, is a topic for future work. By iterative

evaluation of performance properties and adjustment of parameters, policies have been sys-

tematically improved towards optimality without wasting efforts, and the state space has

been explored efficiently.

This study has confirmed the suitability of probabilistic model checking for systems of

high complexity, exceeding the capabilities of non-formal methods such as simulation: First,

with respect to reliability, as model checking considers all possible executions of a model and

delivers provably correct results by method, which is important for analysing corner-case sce-

narios and finding spurious behaviour; second, with respect to analysis breadth, where simple

properties can be model-checked instantly while the execution time of a simulation does not

change for small properties and is therefore higher; and third, with respect to analysis depth,

as model-checking can deal with a very expressive temporal logic-based specification language

and considers model paths of arbitrary length.

Hence, by combining the exhaustive formal method of probabilistic model checking with

high-level models defined in the formal language of reactive modules, exact and repeatable

quantitative and qualitative results have been obtained. Nevertheless, this work meets the
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limits of today’s probabilistic model checking tools. With increasing structural and numerical

complexity of systems analysed, it becomes increasingly tedious to perform comprehensive

analyses, and this consumes a significant part of users’ productivity. Future work should

improve tool support for managing modelling and analysis, including metamodelling, model

structures, parameter dependabilities, experiment groups, and coverage analysis.

Experiments have confirmed that dynamic slot allocation protocols are an effective means

of increasing performance and flexibility in scenarios of high traffic and under Quality of

Service requirements. Interesting and sometimes counterintuitive effects of node policies,

which are similar to anomalies that occur in real protocols, have been revealed, especially

the high sensitivity of optimal parameter values to traffic characteristics, frame size, and

buffer size. During this work, we have identified several aspects of protocol semantics and

node policies where further performance improvements are possible. As protocol design is

only a peripheral objective of this work, we do not discuss this further.

Node policies have also been compared with respect to local and global optimality. It

has been shown that policies that are optimal for specific nodes do not generally achieve

a combined performance that is optimal for the whole network. The theory of networking

games provides results and methods [3, 4] for reducing the global (cooperative) problem

to the local (non-cooperative) problem by adding rewards. Future work should explore the

applicability of this game-theoretic approach for the specification of policies and probabilistic

model checking for their computation and validation.

The scope of network and protocol detail can be further improved by applying abstraction

and symmetry reduction techniques, as suggested in [55].

143



144



Chapter 7

Conclusion

In this thesis, we have successfully demonstrated how formal methods and models from the

simulation community can be combined for the analysis of wireless network protocols. In

studies of four network protocols, we have used probabilistic model checking, enhanced with

probabilistic abstractions computed with our tool CaVi, to analyse Quality-of-Service and

energy properties.

We conclude by summarising the main contributions of this thesis and reviewing direc-

tions for future research.

7.1 Thesis summary

Chapter 3 presented the first hybrid modelling and analysis approach that combines prob-

abilistic model checking and simulation. It has been demonstrated how realistic wireless

channel and radio models from the simulation domain can be combined with probabilistic

model checking to obtain a powerful hybrid analysis framework that is supported by a clearly

accessible tool for graphical specification and analysis.

Chapter 4 presented the application of the hybrid modelling and analysis approach to

spatial properties of wireless sensor networks. Identified as the major factors influencing the

integrity of wireless communication, distance, density, and spatial relationships have been

analysed.

Chapter 5 presented the first application of probabilistic model checking to the standards

IEEE 802.15.4 and ZigBee. As part of this work, we compared simple interference models
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from the literature with novel, more realistic ones presented in Chapter 3. By modelling the

full extent of the protocol, several abstractions and optimisations have been developed and

various qualitative and quantitative performance properties have been analysed. Our hybrid

analysis framework has proven to be both effective and efficient.

Chapter 6 presented the first application of probabilistic model checking to dynamic slot

allocation protocols for wireless sensor networks. It has been demonstrated how optimal

parameter values can systematically be determined from a large parameter space. Also, it

has been shown how results from our hybrid analysis framework can be used to support

network design decisions.

The presented modelling and analysis approach benefits from a combination of prob-

abilistic model checking with its exhaustive state-space exploration and realistic wireless

communication models with their detailled representation of topology, channel and radio.

For the analysis of protocols for wireless sensor networks, we have demonstrated clear ad-

vantages of an approach based on generic models and combinations of the presented analysis

formalisms. However, weaknesses such as the limitation to relatively small configurations

and the disregarding of aspects such as mobility and three-dimensionality of node positions

remain to be addressed in future work.

The graphical specification tool CaVi was used to provide visual performance indicators,

which rely on internal runs of either Castalia or PRISM and support the rapid design of

sensible network topologies and parameterisations as well as the rapid assessment of network

behaviour. CaVi was used in two ways: First, to interactively find suitable topologies and

parameters for channel and radio in order to specify the desired networks. Second, to compute

probabilistic abstractions for reception probabilities of given networks in form of PRISM

formulae. All these abstractions are based on wireless models from the simulation community,

and have been empirically validated; however, a formal proof of their correctness would

concern physical behaviour, which is beyond the scope of this thesis if provable at all; a

validation using field experiments should be performed as part of future work.

7.2 Future work

The work in this thesis can be extended in various ways.
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By combining probabilistic model checking with models from the simulation community,

significant insights, in addition to those from pure PRISM analysis, can be gained. These

results are transferable to other studies and real applications. Furthermore, a number of new

problems has been highlighted, opening new directions of research.

The following topics would provide useful extensions to the main contributions made in

this study:

• Validating the theoretical models and tool chains in systematic field experiments,

against various real devices and under various environmental conditions.

• Establishing an improved process for using the tool chain in different development

stages, for instance design, implementation, finding characteristic (faulty, critical, re-

dundant) nodes and connections.

• Studying techniques for interleaving model checking and optimisation, for instance to

guide it towards finding local extrema in parameter spaces.

• Showing the correctness of code generation from CaVi, that is, showing that CaVi

models have the same behaviour as PRISM and Castalia models generated from them.

• Improving the expressiveness of CaVi, for instance by supporting new concepts such

as mobility.

• Applying further state-space reduction techniques for probabilistic model checking such

as symmetry reduction, where possible, in order to cope with larger models.

• Optimisation of both generated code and parsing engines of connected tools in order

to make the analysis of large models feasible.

• Developing patterns for individual protocols and, moreover, formal languages to de-

scribe these patterns.

• Improving the integration of probabilistic model checking and simulation in order to

improve instant analysis, debugging, and reporting of results.
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Appendix A

PRISM model for semi-formal

analysis of spatial properties for

wireless sensor networks

This appendix contains the source code of the PRISM models for the study on semi-formal

analysis of spatial properties for wireless sensor networks, which has been presented in Chap-

ter 4.

A.1 Model of additive interference

const double NETWORK_SIZE = 4;

const double utilisation1;

const double utilisation2 = utilisation1;

const double utilisation3 = utilisation1;

const double p_send0 = 1.0;

const double p_send1 = utilisation1 / NETWORK_SIZE;

const double p_send2 = utilisation2 / NETWORK_SIZE;

const double p_send3 = utilisation3 / NETWORK_SIZE;

formula all_complete = active0=0 & active1=0 & active2=0 & active3=0;

formula complete = active3=0;
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const double PsendingNode0 = p_send0;

const double PsendingNode1 = p_send1;

const double PsendingNode2 = p_send2;

const double PsendingNode3 = p_send3;

const double linRxSignal_0_1 = 3.162277660168379E-7;

const double linRxSignal_0_2 = 3.162277660168379E-7;

const double linRxSignal_0_3 = 5.991395796778684E-8;

const double linRxSignal_1_0 = 3.162277660168379E-7;

const double linRxSignal_1_2 = 5.991395796778684E-8;

const double linRxSignal_1_3 = 3.162277660168379E-7;

const double linRxSignal_2_0 = 3.162277660168379E-7;

const double linRxSignal_2_1 = 5.991395796778684E-8;

const double linRxSignal_2_3 = 3.162277660168379E-7;

const double linRxSignal_3_0 = 5.991395796778684E-8;

const double linRxSignal_3_1 = 3.162277660168379E-7;

const double linRxSignal_3_2 = 3.162277660168379E-7;

formula snr_0_1 = (linRxSignal_0_1*send0)/(linRxSignal_2_1*send2

+ linRxSignal_3_1*send3 + 1.0E-10);

formula snr_0_2 = (linRxSignal_0_2*send0)/(linRxSignal_1_2*send1

+ linRxSignal_3_2*send3 + 1.0E-10);

formula snr_0_3 = (linRxSignal_0_3*send0)/(linRxSignal_1_3*send1

+ linRxSignal_2_3*send2 + 1.0E-10);

formula snr_1_0 = (linRxSignal_1_0*send1)/(linRxSignal_2_0*send2

+ linRxSignal_3_0*send3 + 1.0E-10);

formula snr_1_2 = (linRxSignal_1_2*send1)/(linRxSignal_0_2*send0

+ linRxSignal_3_2*send3 + 1.0E-10);

formula snr_1_3 = (linRxSignal_1_3*send1)/(linRxSignal_0_3*send0

+ linRxSignal_2_3*send2 + 1.0E-10);

formula snr_2_0 = (linRxSignal_2_0*send2)/(linRxSignal_1_0*send1

+ linRxSignal_3_0*send3 + 1.0E-10);

formula snr_2_1 = (linRxSignal_2_1*send2)/(linRxSignal_0_1*send0

+ linRxSignal_3_1*send3 + 1.0E-10);

formula snr_2_3 = (linRxSignal_2_3*send2)/(linRxSignal_0_3*send0

+ linRxSignal_1_3*send1 + 1.0E-10);

formula snr_3_0 = (linRxSignal_3_0*send3)/(linRxSignal_1_0*send1

+ linRxSignal_2_0*send2 + 1.0E-10);
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formula snr_3_1 = (linRxSignal_3_1*send3)/(linRxSignal_0_1*send0

+ linRxSignal_2_1*send2 + 1.0E-10);

formula snr_3_2 = (linRxSignal_3_2*send3)/(linRxSignal_0_2*send0

+ linRxSignal_1_2*send1 + 1.0E-10);

formula Preceive_0_1 = func(max,0,(snr_0_1>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_0_1)), 200):0);

formula Preceive_0_2 = func(max,0,(snr_0_2>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_0_2)), 200):0);

formula Preceive_0_3 = func(max,0,(snr_0_3>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_0_3)), 200):0);

formula Preceive_1_0 = func(max,0,(snr_1_0>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_1_0)), 200):0);

formula Preceive_1_2 = func(max,0,(snr_1_2>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_1_2)), 200):0);

formula Preceive_1_3 = func(max,0,(snr_1_3>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_1_3)), 200):0);

formula Preceive_2_0 = func(max,0,(snr_2_0>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_2_0)), 200):0);

formula Preceive_2_1 = func(max,0,(snr_2_1>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_2_1)), 200):0);

formula Preceive_2_3 = func(max,0,(snr_2_3>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_2_3)), 200):0);

formula Preceive_3_0 = func(max,0,(snr_3_0>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_3_0)), 200):0);

formula Preceive_3_1 = func(max,0,(snr_3_1>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_3_1)), 200):0);

formula Preceive_3_2 = func(max,0,(snr_3_2>=1.5447406972503184)?

func(pow,(1-0.5*func(pow,2.71828,-0.5 *4.0 * snr_3_2)), 200):0);

formula recvp0 = func(min,1,Preceive_1_0+Preceive_2_0+Preceive_3_0)>1.0?

1.0:func(min,1,Preceive_1_0+Preceive_2_0+Preceive_3_0);

formula recvp1 = func(min,1,Preceive_0_1+Preceive_2_1+Preceive_3_1)>1.0?

1.0:func(min,1,Preceive_0_1+Preceive_2_1+Preceive_3_1);

formula recvp2 = func(min,1,Preceive_0_2+Preceive_1_2+Preceive_3_2)>1.0?

1.0:func(min,1,Preceive_0_2+Preceive_1_2+Preceive_3_2);

formula recvp3 = func(min,1,Preceive_0_3+Preceive_1_3+Preceive_2_3)>1.0?

1.0:func(min,1,Preceive_0_3+Preceive_1_3+Preceive_2_3);
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A.2 Model of the initial node

module node0

active0:[0..2] init 1; // 0...can receive messages; 1...can send and receive messages;

// 2...can send and receive, synchronously and asynchronously

send0: [0..1] init 0; // 0...does not possess uncorrupted message;

// 1...does possess uncorrupted message, which it must forward

// probabilistic choice between sending and not-sending

[tick] send0=0&active0=1 -> PsendingNode0:(send0’=1)&(active0’=1)

+(1-PsendingNode0):(send0’=0)&(active0’=0);

// sending

[tick] send0=1&active0=1 -> (send0’=0)&(active0’=0);

// time passing

[tick] active0=0 -> (send0’=0)&(active0’=0);

endmodule

A.3 Model of a non-initial node

module node1

active1:[0..2] init 1;

send1: [0..1] init 0;

// first, nondeterministic choice between synchronous and asynchronous reception

// second, probabilistic reception due to noisy channel

// if uncorrupted message received, probabilistic choice between sending and not sending

// otherwise, waiting for next uncorrupted message

[tick] send1=0&active1=1 -> recvp1*PsendingNode1:(send1’=1)&(active1’=1)

+ recvp1*(1-PsendingNode1):(send1’=0)&(active1’=0)

+ (1 - recvp1):(send1’=0)&(active1’=1);

[tick] send1=0&active1=1 -> recvp1*PsendingNode1:(active1’=2)

+ recvp1*(1-PsendingNode1):(send1’=0)&(active1’=0)

+ (1 - recvp1):(send1’=0)&(active1’=1);

// sending
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[tick] send1=1&active1=1 -> (send1’=0)&(active1’=0);

// time passing

[tick] active1=0 -> (send1’=0)&(active1’=0);

[tick] active1=2 ->(active1’=2);

// asynchronous receiving

[] active1=2 ->(send1’=1)&(active1’=1);

endmodule

A.4 Model for the time

module time

time: [0..TIME_MAX] init 0;

[tick] true -> (time’=min(time+1, TIME_MAX));

endmodule

A.5 Reward definitions

rewards "throughput"

send3=1 & active3=1: 1;

endrewards

rewards "sent"

true : send0*active0 + send1*active1 + send2*active2 + send3*active3;

endrewards

rewards "energy"

// sending

[tick] send0=1&active0=1 : 61.92;

[tick] send1=1&active1=1 : 61.92;

[tick] send2=1&active2=1 : 61.92;

[tick] send3=1&active3=1 : 61.92;

// receiving
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[tick] send0=0 & active0=1 : 44.4;

[tick] send1=0 & active1=1 : 44.4;

[tick] send2=0 & active2=1 : 44.4;

[tick] send3=0 & active3=1 : 44.4;

// off ("active mode")

[tick] active0=0 : 3.84;

[tick] active1=0 : 3.84;

[tick] active2=0 : 3.84;

[tick] active3=0 : 3.84;

[] active0=2 : 3.84;

[] active1=2 : 3.84;

[] active2=2 : 3.84;

[] active3=2 : 3.84;

endrewards

rewards "time"

active3!=0: 1;

endrewards
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Appendix B

PRISM model for the IEEE

802.15.4 contention resolution

protocol

This appendix contains the source code of the PRISM models for the study on the IEEE

802.15.4 contention resolution protocol, which has been presented in Chapter 5.

B.1 Model of the unslotted mode

B.1.1 Parameter declarations

const int ACK_TIMEOUT = 6; // macAckWaitDuration

// = 120 [symbols] (at 20 and 40 ksymbols/s)

// or 54 (at 62.5 ksymbols/s)

const int ACK = 5; // 11 octets = 88 symbols (at 20 and 40 ksymbols/s)

// or 22 (at 62.5 ksymbols/s)

const int BACKOFF_PERIOD = 1; // aUnitBackoffPeriod = 20 [symbols]

const int CCA = 1; // 8 symbols

const int DATA_MAX = 54; // aMaxPHYPacketSize

// = 127 [octets] on MAC layer + 6 octets SHR+PHR

// = 1064 symbols (at 20 and 40 ksymbols/s)

// or 266 (at 62.5 ksymbols/s)

//const int DATA_MIN = 6; // 15 octets = 120 symbols (at 20 and 40 ksymbols/s)
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// or 30 (at 62.5 ksymbols/s)

//const int OCTET = 1; // 1 octet = 8 symbols (at 20 and 40 ksymbols/s)

// or 2 (at 62.5 ksymbols/s)

// enable for nondeterministic data frame length only

const int TURNAROUND = 1; // aTurnaroundTime = 12 [symbols]

const int VULN = 1; // vulnerable period

// VULN = AIRPROP + CCA + TURNAROUND = 8 + 12 + 0.002 = 20.002 symbols

// AIRPROP: 0.1 microseconds, that is 0.002, 0.004, or 0.00625 symbols

// (at 20, 40, 62.5 ksymbols/s, respectively)

// CCA: 1 analysis, starting on a backoff boundary (6.7.9)

// maximum constant used in timing constraints + 1

const int TIME_MAX = DATA_MAX+1;

// BACKOFF CONSTRAINTS

const int RETR_MAX = 3; // aMaxFrameRetries = 3

const int BE_MIN; // macMinBE = 0..3 (default 3)

const int BE_MAX = 5; // aMaxBE = 5

const int NB_MAX; // macCSMABackoffs = 0..5 (default 4)

// DATA FRAME TRANSMISSION TIMES

const int data1; // disable for nondeterministic data frame length only

const int data2; // disable for nondeterministic data frame length only

// OTHER CONSTANTS

//const int COL_MAX; // enable for collision probability properties only

B.1.2 Model for the time

module timer

// global time

t : [0..T];

[time] (t<T) -> (t’=min(t+1,T));

// loop when time passes deadline T to prevent further transitions

[] (t>=T) -> (t’=t);

endmodule
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B.1.3 Model of the channel, based on collision model

module channel

// number of collisions

//col : [0..COL_MAX]; // enable for collision probability properties only

// medium status

c1 : [0..2];

c2 : [0..2];

// ci corresponds to messages associated with node i

// 0 nothing being sent

// 1 being sent correctly

// 2 being sent garbled

[time] true -> true;

// begin sending message and nothing else currently being sent

[send1] c1=0 & c2=0 -> (c1’=1);

[send2] c2=0 & c1=0 -> (c2’=1);

// begin sending message and something is already being sent

// in this case both messages become garbled

[send1] c1=0 & c2>0 -> (c1’=2) & (c2’=2); // disable for collision probability

// properties only

[send2] c2=0 & c1>0 -> (c1’=2) & (c2’=2); // disable for collision probability

// properties only

//[send1] c1=0 & c2>0 -> (c1’=2) & (c2’=2) & col’=min(col+1,COL_MAX);

// enable for collision probability properties only

//[send2] c2=0 & c1>0 -> (c1’=2) & (c2’=2) & col’=min(col+1,COL_MAX);

// enable for collision probability properties only

// finish sending message

[finish1] c1>0 -> (c1’=0);

[finish2] c2>0 -> (c2’=0);

endmodule

// FORMULAE FOR THE CHANNEL
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formula busy = c1>0 | c2>0;

formula free = c1=0 & c2=0;

B.1.4 Model of the channel, based on collision-free model

// begin sending message

[send1] c1=0 -> (c1’=1);

[send2] c2=0 -> (c2’=1);

// finish sending message

[finish1] c1>0 -> (c1’=0);

[finish2] c2>0 -> (c2’=0);

// FORMULAE FOR THE CHANNEL

formula busy = false;

formula free = true;

B.1.5 Model of the channel, based on additive interference

// begin sending message

[send1] c1=0 -> p_nocoll: (c1’=1) + (1-p_nocoll): (c1’=2);

[send2] c2=0 -> p_nocoll: (c2’=1) + (1-p_nocoll): (c2’=2);

// finish sending message

[finish1] c1>0 -> (c1’=0);

[finish2] c2>0 -> (c2’=0);

// FORMULAE FOR THE CHANNEL

formula busy = c1>0 | c2>0;

formula free = c1=0 & c2=0;

B.1.6 Model of the first node

module node1

// clocks for node 1

x1 : [0..TIME_MAX];
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// local state

s1 : [1..9]; // disable for nondeterministic data frame length only

//s1 : [0..9]; // enable for nondeterministic data frame length only

// 0 set data frame length // for nondeterministic data frame length only

// 1 set backoff counter

// 2 backoff

// 3 vulnerable

// 4 failure

// 5 transmit

// 6 wait for acknowledgement

// 7 transmit acknowledgement

// 8 no acknowledgement received

// 9 done

// NUMBER OF RETRANSMISSIONS

retr1 : [0..RETR_MAX]; // disable for: noack, noackcol, noRETRlimit

// NUMBER OF BACKOFFS

nb1 : [0..NB_MAX]; // disable for: noBOlimit

// BACKOFF EXPONENT

be1 : [0..BE_MAX] init BE_MIN;

// BACKOFF COUNTER

backoff1 : [0..floor(func(pow,2,BE_MAX))-1];

// data frame length

//data1 : [DATA_MIN..DATA_MAX]; // enable for nondet. data frame length only

// SET DATA FRAME LENGTH

[] s1=0 & data1<DATA_MAX -> (data1’=min(data1+OCTET,DATA_MAX));

// enable for nondeterministic data frame length only

[] s1=0 & data1>=DATA_MIN -> (s1’=1); // enable for nondeterministic data frame

// length only

// SET BACKOFF COUNTER

// uniformly set backoff counter
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// backoff exponent 0

[] s1=1 & be1=0 -> (s1’=2) & (x1’=0) & (backoff1’=0);

// backoff exponent 1

[] s1=1 & be1=1 -> 1/2 : (s1’=2) & (x1’=0) & (backoff1’=0)

+ 1/2 : (s1’=2) & (x1’=0) & (backoff1’=1);

// backoff exponent 2

[] s1=1 & be1=2 -> 1/4 : (s1’=2) & (x1’=0) & (backoff1’=0)

+ 1/4 : (s1’=2) & (x1’=0) & (backoff1’=1)

+ 1/4 : (s1’=2) & (x1’=0) & (backoff1’=2)

+ 1/4 : (s1’=2) & (x1’=0) & (backoff1’=3);

// backoff exponent 3

[] s1=1 & be1=3 -> 1/8 : (s1’=2) & (x1’=0) & (backoff1’=0)

+ 1/8 : (s1’=2) & (x1’=0) & (backoff1’=1)

+ 1/8 : (s1’=2) & (x1’=0) & (backoff1’=2)

+ 1/8 : (s1’=2) & (x1’=0) & (backoff1’=3)

+ 1/8 : (s1’=2) & (x1’=0) & (backoff1’=4)

+ 1/8 : (s1’=2) & (x1’=0) & (backoff1’=5)

+ 1/8 : (s1’=2) & (x1’=0) & (backoff1’=6)

+ 1/8 : (s1’=2) & (x1’=0) & (backoff1’=7);

// backoff exponent 4

[] s1=1 & be1=4 -> 1/16 : (s1’=2) & (x1’=0) & (backoff1’=0)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=1)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=2)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=3)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=4)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=5)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=6)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=7)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=8)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=9)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=10)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=11)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=12)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=13)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=14)

+ 1/16 : (s1’=2) & (x1’=0) & (backoff1’=15);

// backoff exponent 5

[] s1=1 & be1=5 -> 1/32 : (s1’=2) & (x1’=0) & (backoff1’=0)
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+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=1)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=2)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=3)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=4)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=5)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=6)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=7)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=8)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=9)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=10)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=11)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=12)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=13)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=14)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=15)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=16)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=17)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=18)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=19)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=20)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=21)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=22)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=23)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=24)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=25)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=26)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=27)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=28)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=29)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=30)

+ 1/32 : (s1’=2) & (x1’=0) & (backoff1’=31);

// BACKOFF

// let time pass

[time] s1=2 & x1<BACKOFF_PERIOD & backoff1>0 -> (x1’=min(x1+1,TIME_MAX));

// decrement backoff

[] s1=2 & x1=BACKOFF_PERIOD & backoff1>0 -> (x1’=0) & (backoff1’=backoff1-1);

// finish backoff
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[] s1=2 & backoff1=0 -> (s1’=3);

// VULNERABLE

// if channel is not detected busy, then let time pass

[time] s1=3 & x1<VULN & free -> (x1’=min(x1+1,TIME_MAX));

// if channel is detected busy, then backoff

[] s1=3 & busy & nb1=NB_MAX -> (s1’=4); // disable for: noBOlimit

[] s1=3 & busy & nb1<NB_MAX -> (s1’=1) & (x1’=0) & (nb1’=min(nb1+1,NB_MAX))

& (be1’=min(be1+1,BE_MAX)); // disable for: noBOlimit

//[] s1=3 & busy -> (s1’=1) & (x1’=0) & (be1’=min(be1+1,BE_MAX));

// enable for: noBOlimit

// move to transmit

[send1] s1=3 & x1=VULN -> (s1’=5) & (x1’=0);

// FAILURE

[] s1=4 -> true;

// TRANSMIT

// let time pass

[time] s1=5 & x1<data1 -> (x1’=min(x1+1,TIME_MAX));

// finish transmission successfully

[finish1] s1=5 & x1>=data1 & c1=1 -> (s1’=6) & (x1’=0); // disable for: noack

//[finish1] s1=5 & x1>=data1 -> (s1’=9); // enable for: noack

// finish transmission garbled

[finish1] s1=5 & x1>=data1 & c1=2 -> (s1’=8) & (x1’=0); // disable for: noack

// WAITING FOR ACKNOWLEDGEMENT

// let time pass

[time] s1=6 & x1<TURNAROUND -> (x1’=min(x1+1,TIME_MAX)); // disable for: noack

// turn from sending to receiving

[send1] s1=6 -> (s1’=7) & (x1’=0); // disable for: noack

// TRANSMIT ACKNOWLEDGEMENT

// let time pass

[time] s1=7 & x1<ACK -> (x1’=min(x1+1,TIME_MAX)); // disable for: noack

// acknowledgement sent successfully

[finish1] s1=7 & (x1=ACK | x1=ACK-1) & c1=1 -> (s1’=9); // disable for: noack,

// noackcol
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//[finish1] s1=7 & (x1=ACK | x1=ACK-1) -> (s1’=9); // enable for: noackcol

// acknowledgement sent garbled (timer is not reset)

[finish1] s1=7 & (x1=ACK | x1=ACK-1) & c1=2 -> (s1’=8); // disable for: noack,

// noackcol

// NO ACKNOWLEDGEMENT

// let time pass

[time] s1=8 & x1<ACK_TIMEOUT -> (x1’=min(x1+1,TIME_MAX)); // disable for: noack

// no acknowledgement received after timeout

[] s1=8 & x1=ACK_TIMEOUT & retr1<RETR_MAX -> (s1’=1) & (x1’=0)

& (retr1’=retr1+1) & (nb1’=0) & (be1’=BE_MIN);

// disable for: noBOlimit, noack, noackcol, noRETRlimit

//[] s1=8 & x1=ACK_TIMEOUT & retr1<RETR_MAX -> (s1’=1) & (x1’=0)

& (retr1’=retr1+1) & (be1’=BE_MIN);

// enable for: noBOlimit; disable for: noBOlimit_noack, noBOlimit_noackcol,

// noBOlimit_noRETRlimit

[] s1=8 & x1=ACK_TIMEOUT & retr1=RETR_MAX -> (s1’=4);

// disable for: noack, noackcol, noRETRlimit

//[] s1=8 & x1=ACK_TIMEOUT -> (s1’=1) & (x1’=0) & (nb1’=0) & (be1’=BE_MIN);

// enable for: noackcol, noRETRlimit; disable for: noBOlimit_noackcol and

// noBOlimit_noRETRlimit

//[] s1=8 & x1=ACK_TIMEOUT -> (s1’=1) & (x1’=0) & (be1’=BE_MIN);

// enable for: noBOlimit_noackcol, noBOlimit_noRETRlimit

// DONE

[time] s1=9 -> true;

endmodule

B.1.7 Model of an additional node

module

node2=node1[

backoff1=backoff2,

be1=be2,

c1=c2,

c2=c1,
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data1=data2,

finish1=finish2,

nb1=nb2, // disable for: noBOlimit

retr1=retr2, // disable for: noack, noackcol, noRETRlimit

s1=s2,

send1=send2,

x1=x2

]

endmodule

B.2 Model of the slotted mode

B.2.1 Parameter declarations

Based on parameter declarations for unslotted mode, only changes are listed.

// VARIABLE PARAMETERS

const int BO; // macBeaconOrder = 0..15 (has to be <15 for beacon-enabled PANs)

const int SO; // macSuperframeOrder = 0..15, SO <= BO (has to be <15 for

// beacon-enabled PANs)

// SUPERFRAME CONSTRAINTS

const int A_SUPERFRAME_SLOT

= floor(func(pow,2,SO)) * ASLOT; // 2^SO * aBaseSlotDuration

const int ASLOT = 3; // aBaseSlotDuration = 60 [symbols]

const int BI = floor(func(pow,2,BO)) * SUPERFRAME; // beacon interval

const int CAP_MIN = 22; // aMinCAPLength = 440 [symbols]

const int SUPERFRAME // aBaseSuperframeDuration

= ASLOT * SUPERFRAME_SLOTS; // = aBaseSlotDuration * aNumSuperframeSlots

const int SUPERFRAME_SLOTS = 16; // aNumSuperframeSlots = 16

const int SD = floor(func(pow,2,SO)) * SUPERFRAME; // superframe duration

// TIMING CONSTRAINTS

//const int BEACON_MAX = 56; // BEACON_MAX+LIFS=100+40=140 octets

// = 1120 symbols (at 20 and 40 ksymbols/s)

// or 280 (at 62.5 ksymbols/s)

// enable for: nondet. CAP length; disable otherwise
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const int BEACON_MIN = 14; // BEACON_MIN+SIFS=23+12=35 octets

// = 280 symbols (at 20 and 40 ksymbols/s)

// or 70 (at 62.5 ksymbols/s)

const int LIFS = 2; // aMinLIFSPeriod = 40 [symbols]

const int SIFS = 1; // aMinSIFSPeriod = 12 [symbols]

const int SIFS_FRAME_MAX = 10; // aMaxSIFSFrameSize

// = 18 [octets] on MAC layer + 6 octets SHR+PHR

// = 192 symbols (at 20 and 40 ksymbols/s)

// or 48 (at 62.5 ksymbols/s)

const int VULN = 2; // vulnerable period [heindl03performance, singh:performance]

// VULN = AIRPROP + CCA + TURNAROUND = 20 + 8 + 12 + 0.002 = 40.002 symbols

// AIRPROP: 0.1 microseconds, that is 0.002, 0.004, or 0.00625 symbols

// (at 20, 40, 62.5 ksymbols/s, respectively)

// CCA: 2 analyses, each starting on a backoff boundary (6.7.9)

// end of CAP (that is, beacon length plus CAP length)

const int cap; // disable for: nondeterministic CAP length; enable otherwise

B.2.2 Model of the coordinator

// COORDINATOR FOR CSMA-CA SYNCHRONISATION

module coordinator

// clock for superframe

x0 : [0..BI];

// local state

s0 : [0..3];

// 0 transmit beacon

// 1 define CAP length

// 2 CAP

// 3 CFP and inactive superframe duration

// end of CAP (that is, beacon length plus CAP length)

//cap : [0..SD]; // enable for: nondeterministic CAP length; disable otherwise

// let time pass (transmit beacon)
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[time] s0=0 & x0<BEACON_MIN & x0<SD -> (x0’=x0+1) & (s0’=0);

// disable for: nondeterministic CAP length; enable otherwise

//[time] s0=0 & x0<BEACON_MAX & x0<SD -> (x0’=x0+1) & (s0’=0);

// enable for: nondeterministic CAP length; disable otherwise

// finish beacon transmission

[] s0=0 & x0>=BEACON_MIN -> (s0’=2);

// disable for: nondeterministic CAP length; enable otherwise

//[] s0=0 & x0>=BEACON_MIN -> (s0’=1);

// enable for: nondeterministic CAP length; disable otherwise

// define CAP length

//[] s0=1 & cap<16*A_SUPERFRAME_SLOT & cap<=SD-A_SUPERFRAME_SLOT

-> (cap’=cap+A_SUPERFRAME_SLOT);

// enable for: nondeterministic CAP length; disable otherwise

//[] s0=1 & cap>=x0+CAP_MIN -> (s0’=2);

// enable for: nondeterministic CAP length; disable otherwise

//[] s0=1 & x0+CAP_MIN>16*A_SUPERFRAME_SLOT -> (s0’=0);

// enable for: nondeterministic CAP length; disable otherwise

// let time pass (during active superframe)

[time] s0=2 & x0<cap -> (x0’=x0+1);

// finish CAP

[] s0=2 & x0=cap -> (s0’=3);

// let time pass (during CFP and inactive superframe duration)

[time] s0=3 & x0<BI -> (x0’=x0+1);

// start new superframe

[] x0=BI -> (s0’=0) & (x0’=0);

// disable for: nondeterministic CAP length; enable otherwise

// [] x0=BI -> (s0’=0) & (x0’=0) & (cap’=0);

// enable for: nondeterministic CAP length; disable otherwise

endmodule

B.2.3 Model of node 1

Based on parameter declarations for unslotted mode, only changes are listed.

// BACKOFF

// let time pass
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[time] s1=2 & s0=2 & x1<BACKOFF_PERIOD & backoff1>0 -> (x1’=min(x1+1,TIME_MAX));

// decrement backoff

[] s1=2 & x1=BACKOFF_PERIOD & backoff1>0 -> (x1’=0) & (backoff1’=backoff1-1);

// let time pass (remaining backoff postponed until next superframe)

[time] s1=2 & x1<BACKOFF_PERIOD & (s0=0 | s0=3) -> (x1’=0);

[time] s1=2 & backoff1=0 & s0=2 & data1<=SIFS_FRAME_MAX

& x0+VULN+data1+ACK_TIMEOUT+SIFS>cap -> true;

[time] s1=2 & backoff1=0 & s0=2 & data1>SIFS_FRAME_MAX-1

& x0+VULN+data1+ACK_TIMEOUT+LIFS>cap -> true;

// finish backoff

[] s1=2 & backoff1=0 & s0=2 & data1<=SIFS_FRAME_MAX

& x0+VULN+data1+ACK_TIMEOUT+SIFS<=cap -> (s1’=3);

[] s1=2 & backoff1=0 & s0=2 & data1>SIFS_FRAME_MAX-1

& x0+VULN+data1+ACK_TIMEOUT+LIFS<=cap -> (s1’=3);

B.3 Model of the slotted mode with battery life extension

// clock for battery life extension

x_ble: [0..6*BACKOFF_PERIOD];

// let time pass (transmit beacon)

[time] s0=0 & x0<BEACON_MIN & x0<SD -> (x0’=x0+1) & (s0’=0);

// disable for: nondeterministic CAP length; enable otherwise

//[time] s0=0 & x0<BEACON_MAX & x0<SD -> (x0’=x0+1) & (s0’=0);

// enable for: nondeterministic CAP length; disable otherwise

// finish beacon transmission

[] s0=0 & x0>=BEACON_MIN -> (x_ble’=0) & (s0’=2);

// disable for: nondeterministic CAP length; enable otherwise

//[] s0=0 & x0>=BEACON_MIN -> (s0’=1);

// enable for: nondeterministic CAP length; disable otherwise

// let time pass (during active superframe)

[time] s0=2 & x0<cap -> (x0’=x0& x_ble<6*BACKOFF_PERIOD

-> (x0’=x0+1) & (x_ble’=x_ble+1);

// finish CAP

[] s0=2 & x0=cap(x0=cap | x_ble=6*BACKOFF_PERIOD) -> (s0’=3);
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B.4 Reward definitions

// for expected time properties // enable for expected time properties only

rewards "time"

[time] true : 1;

endrewards

// for expected number of collisions properties // enable for expected number of

// collisions properties only

rewards "collisions"

[send1] c1=0 & c2>0 : 1;

[send2] c2=0 & c1>0 : 1;

endrewards

// for expected energy properties // enable for expected energy properties only

rewards "energy"

s1=1 : 0; // 1 set backoff counter

[time] s1=2 : 1.536; // 2 backoff

[send1] s1=3 : 23.424; // 3 vulnerable, CCA successful

[send2] s1=3 : 23.424; // 3 vulnerable, CCA successful

[] s1=3 & busy : 8.5632; // 3 vulnerable, CCA failed

s1=4 : 0; // 4 failure

[time] s1=5 : 24.768; // 5 transmit

[send1] s1=6 : 16.3968; // 6 wait for acknowledgement

[send2] s1=6 : 16.3968; // 6 wait for acknowledgement

[finish1] s1=7 & c1=1 : 19.536 ; // 7 transmit acknowledgement

[finish2] s1=7 & c1=2 : 19.536 ; // 7 transmit acknowledgement

[] s1=8 & x1=ACK_TIMEOUT: 57.8016; // 8 no acknowledgement received

[] s1=8 & x2=ACK_TIMEOUT: 57.8016; // 8 no acknowledgement received

s1=9 : 0; // 9 done

endrewards
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Appendix C

PRISM model for bandwidth-aware

dynamic slot allocation protocols

for low-rate wireless networks

This appendix contains the source code of the PRISM models for the study on bandwidth-

aware dynamic slot allocation protocols for low-rate wireless networks, which has been pre-

sented in Chapter 6.

C.1 The environment

C.1.1 Model of the environment

module feeder

mode: [0..3] init 1;

[put1] mode=1 -> (mode’=2);

[put2] mode=2 -> (mode’=3);

[choose1] mode=3 & ownc=index1 -> (mode’=0);

[choose2] mode=3 & ownc=index2 -> (mode’=0);

[ack1] mode=0 & ownc=index1 -> (mode’=1);

[ack2] mode=0 & ownc=index2 -> (mode’=1);
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[idle1] mode=0 & ownc=index1 -> (mode’=1);

[idle2] mode=0 & ownc=index2 -> (mode’=1);

[req1] mode=0 & ownc=index1 -> (mode’=1);

[req2] mode=0 & ownc=index2 -> (mode’=1);

[send1] mode=0 & ownc=index1 -> (mode’=1);

[send2] mode=0 & ownc=index2 -> (mode’=1);

endmodule

C.1.2 Declaration of environment parameters

const double UTILISATION1;

const double UTILISATION2;

const double P_PUT0_1 = (1-P_PUT1_1) * (UTILISATION1/2) / (1-UTILISATION1/2);

// sending prob. to forwarder 1 if already sending

const double P_PUT0_2 = (1-P_PUT1_2) * (UTILISATION2/2) / (1-UTILISATION2/2);

// sending prob. to forwarder 2 if not already sending

const double P_PUT1_1; // sending prob. to forwarder 1 if already sending

const double P_PUT1_2; // sending prob. to forwarder 2 if not already sending

C.2 The network

C.2.1 Declaration of forwarder parameters

const int ACK1; // max. buffer occupation for forw. 1 to ’ack’

const int ACK2; // max. buffer occupation for forw. 2 to ’ack’

const int BDIFF1; // min. diff. in buffer occupations of forw. 1 over 2 to ’req’

const int BDIFF2; // min. diff. in buffer occupations of forw. 2 over 1 to ’req’

const int BS1; // buffer size of forw. 1

const int BS2; // buffer size of forw. 2

const int REQ1; // min. buffer occupation for forw. 1 to ’req’

const int REQ2; // min. buffer occupation for forw. 2 to ’req’

const double P_SEND1; // prob. for forw. 1 to ’send’ instead of ’ack’ or ’req’

const double P_SEND2; // prob. for forw. 2 to ’send’ instead of ’ack’ or ’req’

const double P_REQ1; // prob. for forw. 1 to ’req’ instead of ’ack’

const double P_REQ2; // prob. for forw. 2 to ’req’ instead of ’ack’
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C.2.2 Abstractions for the nodes

formula can_ack1 = r2>0 & buffer1<=ACK1 & (s1min+s2min+r2<=FS | s2min<FS-1);

formula can_ack2 = r1>0;

formula can_req1 = r1=0 & buffer1>=REQ1 & buffer1-buffer2>=BDIFF1;

formula can_send1 = buffer1>0;

C.2.3 Model of the first node

module forwarder1

buffer1: [0..BS1]; // buffer to store messages to be forwarded

dropped1: [0..1]; // message dropped in previous slot: 0...no, 1...yes

received1: [0..1]; // message received in prev. slot: 0...no, 1...yes

r1: [0..1]; // number of current requests

choice1: [0..3]; // 0...send, 1...req, 2...ack, 3...idle

// receiving a message and storing it in the buffer if not full

[put1] buffer1<BS1 & received1=0

-> P_PUT0_1: (received1’=1) & (buffer1’=min(buffer1+1,BS1)) & (dropped1’=0)

+ (1-P_PUT0_1): (received1’=0) & (dropped1’=0);

[put1] buffer1=BS1 & received1=0

-> P_PUT0_1: (received1’=1) & (dropped1’=1)

+ (1-P_PUT0_1): (received1’=0) & (dropped1’=0);

[put1] buffer1<BS1 & received1=1

-> P_PUT1_1: (received1’=1) & (buffer1’=min(buffer1+1,BS1)) & (dropped1’=0)

+ (1-P_PUT1_1): (received1’=0) & (dropped1’=0);

[put1] buffer1=BS1 & received1=1

-> P_PUT1_1: (received1’=1) & (dropped1’=1)

+ (1-P_PUT1_1): (received1’=0) & (dropped1’=0);

// resolving choices

[choose1] can_send1 & !can_req1 & !can_ack1 -> (choice1’=0);

[choose1] !can_send1 & can_req1 & !can_ack1 -> (choice1’=1);

[choose1] !can_send1 & !can_req1 & can_ack1 -> (choice1’=2);

[choose1] can_send1 & can_req1 & !can_ack1

-> P_SEND1: (choice1’=0) + (1-P_SEND1): (choice1’=1);

[choose1] can_send1 & !can_req1 & can_ack1

-> P_SEND1: (choice1’=0) + (1-P_SEND1): (choice1’=2);

[choose1] !can_send1 & can_req1 & can_ack1
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-> P_REQ1: (choice1’=1) + (1-P_REQ1): (choice1’=2);

[choose1] can_send1 & can_req1 & can_ack1

-> P_SEND1: (choice1’=0) + (1-P_SEND1)*(P_REQ1): (choice1’=1)

+ (1-P_SEND1)*(1-P_REQ1): (choice1’=2);

[choose1] !can_send1 & !can_req1 & !can_ack1 -> (choice1’=3);

// forwarding a message and removing it from the buffer

// (assuming successful delivery)

[send1] choice1=0 -> (buffer1’=max(buffer1-1,0));

// requesting ownership of a slot

// aggressive strategy: always send request if there are at least REQ

// messages in this node’s buffer and it does not control all slots

[req1] choice1=1 -> (r1’=1);

// sending an ack (during this node’s slot)

// hesitant strategy: only send acknowledgement if there are at most ACK

// messages in this node’s buffer

[ack1] choice1=2 -> true;

// letting time pass if no other action is possible

[idle1] choice1=3 -> true;

// waiting to receive an ack (during the other node’s slot)

[ack2] can_ack2 -> (r1’=0);

endmodule

C.2.4 Model of an additional node

module forwarder2=forwarder1[

ack1=ack2,

ack2=ack1,

ACK1=ACK2,

ACK2=ACK1,

BDIFF1=BDIFF2,

BS1=BS2,

buffer1=buffer2,

buffer2=buffer1,
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choice1=choice2,

choose1=choose2,

dropped1=dropped2,

idle1=idle2,

index1=index2,

index2=index1,

P_PUT0_1=P_PUT0_2,

P_PUT1_1=P_PUT1_2,

P_REQ1=P_REQ2,

P_SEND1=P_SEND2,

put1=put2,

r1=r2,

r2=r1,

received1=received2,

s1=s2,

s2=s1,

s1min=s2min,

s2min=s1min,

req1=req2,

REQ1=REQ2,

send1=send2

]

endmodule

C.2.5 Model for resolving choices, based on additive interference

[choose1] can_send1 & !can_req1 & !can_ack1 -> p_nocoll: (choice1’=0)

+ (1-p_nocoll): (choice1’=3);

[choose1] !can_send1 & can_req1 & !can_ack1 -> (choice1’=1);

[choose1] !can_send1 & !can_req1 & can_ack1 -> (choice1’=2);

[choose1] can_send1 & can_req1 & !can_ack1 -> P_SEND1*p_nocoll: (choice1’=0)

+ (1-P_SEND1): (choice1’=1)

+ P_SEND1*(1-p_nocoll): (choice1’=3);

[choose1] can_send1 & !can_req1 & can_ack1 -> P_SEND1*p_nocoll: (choice1’=0)

+ (1-P_SEND1): (choice1’=2)

+ P_SEND1*(1-p_nocoll): (choice1’=3);

[choose1] !can_send1 & can_req1 & can_ack1 -> P_REQ1: (choice1’=1)

+ (1-P_REQ1): (choice1’=2);
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[choose1] can_send1 & can_req1 & can_ack1 -> P_SEND1*p_nocoll: (choice1’=0)

+ (1-P_SEND1)*(P_REQ1): (choice1’=1)

+ (1-P_SEND1)*(1-P_REQ1): (choice1’=2)

+ P_SEND1*(1-p_nocoll): (choice1’=3);

[choose1] !can_send1 & !can_req1 & !can_ack1 -> (choice1’=3);

C.3 The protocol

C.3.1 Declaration of protocol parameters

const int FS; // frame size, i.e. number of slots per a frame

C.3.2 Abstractions for the protocol

formula last_slot = c=FS;

formula next1_ack2 = s1<min(s1min+buffer1,FS-s2min);

formula next2_ack1 = s2<min(s2min+buffer2,FS-s1min);

formula next1 = s1<s1min;

formula next2 = s2<s2min;

formula full_ack1 = s1min+s2min+buffer2<=FS;

formula full_ack2 = s1min+s2min+buffer1<=FS;

formula part_ack1 = s2min<FS-1;

formula part_ack2 = s1min<FS-1;

C.3.3 Model of the protocol

module slotCounter

// forwarder1 always owns slot 1 mod FS, forwarder2 always owns slot 2 mod FS,

// and the other slots are available for reallocation

c: [1..FS]; // index of the current slot (w.r.t. the current period)

ownc: [1..2]; // owner of the current slot

s1: [1..FS-1]; // number of slots in current frame used by forwarder 1

s2: [0..FS-1]; // number of slots in current frame used by forwarder 2

s1min: [1..FS-1] init ceil(FS/2); // minimal number of slots in the next frame

// to be allocated to forwarder 1
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s2min: [1..FS-1] init floor(FS/2); // minimal number of slots in the next frame

// to be allocated to forwarder 2

// time passing

[ack1] !last_slot & next2_ack1 & full_ack1

-> (c’=c+1) & (ownc’=2) & (s2’=s2+1) & (s2min’=min(s2min+buffer2,FS-s1min));

[ack1] !last_slot & next2_ack1 & !full_ack1 & part_ack1

-> (c’=c+1) & (ownc’=2) & (s2’=s2+1) & (s1min’=max(s1min-buffer2,1))

& (s2min’=min(s2min+buffer2,FS-1));

[ack1] !last_slot & !next2_ack1 & next1 & full_ack1

-> (c’=c+1) & (ownc’=1) & (s1’=s1+1) & (s2min’=min(s2min+buffer2,FS-s1min));

[ack1] !last_slot & !next2_ack1 & next1 & !full_ack1 & part_ack1

-> (c’=c+1) & (ownc’=1) & (s1’=s1+1) & (s1min’=max(s1min-buffer2,1))

& (s2min’=min(s2min+buffer2,FS-1));

[ack1] last_slot & full_ack1

-> (c’=1) & (ownc’=1) & (s1’=1) & (s2’=0)

& (s2min’=min(s2min+buffer2,FS-s1min));

[ack1] last_slot & !full_ack1 & part_ack1

-> (c’=1) & (ownc’=1) & (s1’=1) & (s2’=0) & (s1min’=max(s1min-buffer2,1))

& (s2min’=min(s2min+buffer2,FS-1));

[ack2] !last_slot & next1_ack2 & full_ack2

-> (c’=c+1) & (ownc’=1) & (s1’=s1+1) & (s1min’=min(s1min+buffer1,FS-s2min));

[ack2] !last_slot & next1_ack2 & !full_ack2 & part_ack2

-> (c’=c+1) & (ownc’=1) & (s1’=s1+1) & (s2min’=max(s2min-buffer1,1))

& (s1min’=min(s1min+buffer1,FS-1));

[ack2] !last_slot & !next1_ack2 & next2 & full_ack2

-> (c’=c+1) & (ownc’=2) & (s2’=s2+1) & (s1min’=min(s1min+buffer1,FS-s2min));

[ack2] !last_slot & !next1_ack2 & next2 & !full_ack2 & part_ack2

-> (c’=c+1) & (ownc’=2) & (s2’=s2+1) & (s2min’=max(s2min-buffer1,1))

& (s1min’=min(s1min+buffer1,FS-1));

[ack2] last_slot & full_ack2

-> (c’=1) & (ownc’=1) & (s1’=1) & (s2’=0)

& (s1min’=min(s1min+buffer1,FS-s2min));

[ack2] last_slot & !full_ack2 & part_ack2

-> (c’=1) & (ownc’=1) & (s1’=1) & (s2’=0) & (s2min’=max(s2min-buffer1,1))

& (s1min’=min(s1min+buffer1,FS-1));

183



[idle1] !last_slot & next2 -> (c’=c+1) & (ownc’=2) & (s2’=s2+1);

[idle1] !last_slot & !next2 & next1 -> (c’=c+1) & (ownc’=1) & (s1’=s1+1);

[idle1] last_slot -> (c’=1) & (ownc’=2) & (s1’=1) & (s2’=0);

[idle2] !last_slot & next1 -> (c’=c+1) & (ownc’=1) & (s1’=s1+1);

[idle2] !last_slot & !next1 & next2 -> (c’=c+1) & (ownc’=2) & (s2’=s2+1);

[idle2] last_slot -> (c’=1) & (ownc’=1) & (s1’=1) & (s2’=0);

[req1] !last_slot & next2 -> (c’=c+1) & (ownc’=2) & (s2’=s2+1);

[req1] !last_slot & !next2 & next1 -> (c’=c+1) & (ownc’=1) & (s1’=s1+1);

[req1] last_slot -> (c’=1) & (ownc’=1) & (s1’=1) & (s2’=0);

[req2] !last_slot & next1 -> (c’=c+1) & (ownc’=1) & (s1’=s1+1);

[req2] !last_slot & !next1 & next2 -> (c’=c+1) & (ownc’=2) & (s2’=s2+1);

[req2] last_slot -> (c’=1) & (ownc’=1) & (s1’=1) & (s2’=0);

[send1] !last_slot & next2 -> (c’=c+1) & (ownc’=2) & (s2’=s2+1);

[send1] !last_slot & !next2 & next1 -> (c’=c+1) & (ownc’=1) & (s1’=s1+1);

[send1] last_slot -> (c’=1) & (ownc’=1) & (s1’=1) & (s2’=0);

[send2] !last_slot & next1 -> (c’=c+1) & (ownc’=1) & (s1’=s1+1);

[send2] !last_slot & !next1 & next2 -> (c’=c+1) & (ownc’=2) & (s2’=s2+1);

[send2] last_slot -> (c’=1) & (ownc’=1) & (s1’=1) & (s2’=0);

endmodule

C.4 Reward definitions

rewards "throughput"

[send1] true : 4;

[send2] true : 4;

endrewards

rewards "throughput1"

[send1] true : 4;

endrewards

rewards "loss"

[put1] true : 4*dropped1;
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[put2] true : 4*dropped2;

endrewards

rewards "buffer"

[put1] true : 4*buffer1 + 4*buffer2;

endrewards

rewards "idle"

[idle] true : 4;

endrewards

rewards "acknowledged"

[ack1] true : 4;

[ack2] true : 4;

endrewards

rewards "reallocated"

[ack1] true : buffer2;

[ack2] true : buffer1;

endrewards

rewards "traffic"

[put1] true : 4*received1;

[put2] true : 4*received2;

endrewards

rewards "energy"

[put1] true : 77.4;

[put2] true : 77.4;

[ack1] true : 132.9;

[ack2] true : 132.9;

[idle1] true : 9.6;

[idle2] true : 9.6;

[req1] true : 132.9;

[req2] true : 132.9;

[send1] true : 82.2;

[send2] true : 82.2;

[choose1] true : 0;
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[choose2] true : 0;

endrewards
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